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ABSTRACT

This paper deals with the estimation of finite
population variance. A class of ratio-type
estimators is proposed for estimation of finite
population variance of study variable. The purpose
of this study is to develop a new class of ratio-type
estimators to improve the precision of estimation of
finite population variance in sample random
sampling without replacement using information of
auxiliary variable. The expressions of the bias and
mean square error (MSE) of the proposed
estimators were derived up to first degree of
approximation by Taylor series method. The
efficiency conditions under which the proposed
ratio-type estimators are better than sample
variance, ratio estimator, and other estimators
considered in this study have been established. The
empirical results shown that the proposed
estimators are more efficient than the sample
variance, Isaki ratio estimator and other existing
estimators.

KEYWORDS: Sampling survey, Ratio estimator,
Mean Square Error, Percentiles.

I. INTRODUCTION

Sampling survey is a technique that deals
with the estimation of population parameters
(mean, total or variance population) under
consideration. Percentiles divide a set of ordered
data into hundredths. Percentiles play an important
part in descriptive statistics and their use is well
recommended. Appropriate use of auxiliary
information result to reduction in variance or mean
square error of the estimator.In a situation where
the information about an auxiliary variable X is
known and the association between the study
variable and the auxiliary variable is positive, the
ratio estimation method is useful. Then if the
relationship is negative, the product estimation
method can be used efficiently.So, to determine the
most efficient estimator in a set of estimators,
estimator with least value of variance or mean

square error is considered as the best.Estimation of
population variance has been extensively discussed
by many researchers so as to improve and increase
the precision of an estimate under consideration.
The problem of estimating population variance of
the study variable when the population variance of
an auxiliary variable(s) is/are known has been
discussed among the statisticians in the field of
sample survey. The early work on the estimation of
population variance was initiated from the work of
[1], [2] and [3]. [3] developed a ratio estimator of
population variance of study variable for estimation
of finite population variance.[4] improved the work
of [3] by imposing coefficient of kurtosis to the
work of [3]. Since then many researchers have been
improving and modifying estimators of population
variance using auxiliary information in one way or
the other researchers like [5],[6], [7], [8], [9], [10],
[11], [12], [13], [14]. [15], etc.

The purpose of this study is to develop a
new class ratio-type estimators to improve the
precision of estimation of population variance in
sample random sampling without replacement
using available information of auxiliary variable.

Consider a finite population

U={U,U,,...,Uy} having N units where each
Ui=(Xi,Yi), 1=12,...,N has a pair of

values. X is the auxiliary variable which Y is the
study variable and is correlated with X, where

Y={Y0, Yors Yo} and X={X,%,,...,%,} are
the n sample values. Yand X are the sample
means of the study and auxiliary variables
respectively. Let Sj and Sf be the population

mean squares of Y and X respectively and Si and

2 .
SX be respective sample mean squares based on
the random sample of size N drawn without
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replacement. N :Population size, N:Sample size, Coefficient of skewness of auxiliary variable, /3, :
Y :Study variable, X -auxiliary \./a.lrlable, Y. X Coefficient of kurtosis of auxiliary variable, TM :
Sample means of study and auxiliary variables, Tri-Mean, M,: Median of the auxiliary, MR

V,)? :Population means of study and auxiliary

. . ) . :Population mid-range, M, :Maximum value of
variables, f :Sampling fraction, p : Coefficient of

. ) . . auxiliary variable, HL :Hodges-Lehman estimator,
correlation, Cy’Cx : Coefficient of variations of G :Gini’s Mean Difference, D: Downton’s Method

study and auxiliary variables, Q,:The upper and P;: Percentiles.

quartile, QD :Population Quartile Deviation, /3, :

- 13 - 1 13 13 1-f n
X=_ X'! Y:_ Y1 X=— y y=— ) =—1f=_l

N ,Z:;‘ ' N ,Z::‘ X n;X' y n,zzl:y' A N

(Q1+2Q2+Q3) 2 1 N2 2 1 3 N2 a2 1 & —\2
™ = ,s2 = ~y), si=— L S2=—=>(Y,-Y),

4 > n-1 ,=1(y' y) S n-1 i=1(x' X) YN —1,Z=1:( ' )
N _ Xy + X, + X

Sj:iZ(x,—x)Z, MR=—2_"® "Hi = Median (% ‘),13|313N

N-143 2 2

N

o A= z(i_N+1in

N(N —1) i 2
The sample variance of the finite population variance is defined as
t=s, (1.0)
its variance is given as:
Var(£) =75 () 1)

[3] proposed a ratio-type estimator for the estimation of finite population variance when the population variance
of auxiliary variable X is known. The bias and its mean squared error are given below:

Sz =5 S—g (1.2)
SX

Bias(éé) =S, [(ﬁz(x) ~1) (4, —1)} (1.3)

MSE (Sé) =78, [(ﬁzm 1)+ (Boy =1) = 2( 4 _1” (1.4)

[5] proposed a class of ratio type estimators for finite population variance by imposing Coefficient of variation
and Coefficient of kurtosis on the work of Isaki (1983) as:

A S2+C
2 2 X X
Sk, =Sy ( s2+C, j (1.5)
. SZ+
Se. =S| g g (1
Sx +ﬂx(2)
S"z o2 Sfﬂx(Z) +Cx
ke = Sy| 22 (17
Sxﬂx(Z) +Cx
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. SZC, +
§;, =5t 2P (L8)
SxCx +ﬂx(2)
H 22 2 .
Bias(S7, )= 7AS] | A(Bu —1)~ (A, —1) |, where i= 1,234 (1.9)
MSE (2, )= 7S5 | (Boyy —1)+ A’ (Boo —1)~2A (A, 1) |, where i= 1,234
(1.11)
s s 2 sic,
where A = — A =— A =— 2() A, =
Sx +Cx Sx +ﬁ2(x) SxﬂZ(x) +Cx SxﬁZ(x) +ﬁ2(x)

[10] proposed a generalized modified ratio type estimator for finite population variance using the known
parameters of the auxiliary variable as:

. S%+aw
2 a2 X i
SJG_SV(

S +aw,

(1.12)
Bias(§j26 ) =7AeS, [Aje (ﬁZ(x) _1)—(122 —1)]

(1.13)
MSE (8 ) =757 [ (B ~1)+ Al (Do ~1)~2A (£ -1) |

(1.14)

S? M

where AjG :SX2+—XaWi’ a=1w :C_j

[16] proposed a class of ratio type estimators for estimating finite population variance using known values of
deciles of auxiliary variable as:

g2 _g S; +(D+D,)
(1.15)
g2 :S{SXZ+(D+D2)J
"2 Y s2+(D+D,)
(1.16)
o[ SE+(D+D;)
" sf+(D+Dy)
(1.17)
,[ Si+(D+D,)

22
Smsa =S

22

Swisa =S, $+(D+D,)
(1.18)

@ _g Sf+(D+D5)J

MSS Y s; +(D+D;)
(1.19)
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82 — X
uss = Sy s; +(D+Dg)

(1.21)
5 o[ S;+(D+Dy)
Sws7 =Sy| 7=~
s, +(D+D,)

(1.22)

" si+(D+Dy)
(1.23)
o[ Si+(D+Dy)

. o[ S2+(D+ DS)J
|

Suso =Sy s?+(D+D,)
(1.24)
5 o[ S;+(D+Dy)
S0 =5 | 2 (D4 Dy)
X 10
(1.25)
Bias(§n2/|3i ) = 7Av15is§ [AVISi (ﬂZ(x) _1)_(122 _1):|’ i =12,..,10
(1.26)
MSE(SAI\Z/ISi ) = 73;1 [(ﬁz(y) _1)+ AaSi (/Bz(x) _1)_2Aw3i (ﬂzz _1):| i=12,..10
1.27
(1.27) .
where AMSi:SXZlai’ a,.z(D+Di), i=12,..10
s; s; ___ s s
A =57 D7D, M 575 (D+D,) M T STH(D+D,) M TS+ (D4D,)
s; s; 5 ___ s
Ass = 57D+, ™ T S75(D+D,) ™ ST+ (D+D,) ™ T ST4(D+D,)
s; s;
Ao Sz+(D+D9)'AV'31° S.+(D+Dy)

Il. PROPOSED ESTIMATORS
Motivated by the work of [16], we proposed a class of new ratio-type estimators for estimating finite population
variance using known information of first quartile, Downton’s method,deciles and Mid-range, and Percentiles of
auxiliary variable as:

2
% =5 —S§+(D1°+Pl) 2.1)
sx+(D10+Pl)
. S;+(Dy+PR)
82 — 2 X 10 5 .
2 Sy[sf+(DlO+P5)J (22)
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§2 — 2 Sf+(D10+F?LO) (2.3)
W s +(Dy+Py)

§2 252 Sf+(D10+PlS) (24)
e ’ Sf+(D10+P15)

S”z :Sz Sf+(D10+P20) 2.5)
L sE+(Dy +Py)

§2 — SZ Sf +(D10 + PZS) (26)
Y s +(Dy +Pys)

S‘z _ SZ Sf +(D10 + Pso) @.7)
o Sy +(Dyy +Pyp)

§2 :SZ Sf+(DlO+P35) (2.8)
T s; +(Dy +Pys)

§2 —g2 M (2.9)
P s2+(D, +Py)

g2 _g S:+(MR+Py)
U2+ (MR +Py)

(2.11)

o SE+H(MR+Ry)

2
S =Sy s2+(MR+Py)
(2.12)
“ o[ Si+(MR+Py)
Slezs’y 2
s; +(MR+Py)
(2.13)
. o[ S; +(MR+Py)
S =S, s2+(MR+Py)
X 60
(2.14)
5 o[ SE+(MR+Py)
S =Sy s2+(MR+P,)
X 65
(2.15)
, o
§2 _g SX+(X+P7O)
oy sf+()?+P70)
(2.16)
, o
g2 _g SX+(X+P75)
ey sf+()?+P75)
(2.17)

DOI: 10.35629/5252-0204309319 | Impact Factor value 7.429 | 1SO 9001: 2008 Certified Journal Page 313



1@& International Journal of Advances in Engineering and Management (IJAEM)
= Volume 2, Issue 4, pp: 309-319 www.ijaem.net

(2.19)
o[ SE+(D+Py)
" si+(D+Py)
(2.21)
o[ SE+(D+Py)
" si+(D+Py)
(2.22)
o[ S;+(D+Py)
y(sxz+(D+ng)J

(2.23)
The proposed estimators can be written in a general form as:

2
Si=s; Lw] i=12,..,21 j=1510,..,99.
S, +(Dk + PJ.)

(2.24)
2.1.1 Properties of the Proposed Estimators
2 2 2 2

Y
SJ19 =S

22
SJZO =S

Y
S\]21 =S

S
Let € :% and & =—~—— suchthat s; =S’ (1+¢,) and s; =S;(1+e,), where

2
y X

E(e)=E(e)=0 E(e)=7(B, -1
E(elz):7(ﬂ2(x)_1)’ E(e8)=7 (4 1)

(2.25)
Expressing (2.24)in error terms, we have

. S2+(D +P.
si—S§(1+eo)[sz +(0B) J

(1+e1)+(Dk +Pj)

(2.26)
S2=S2(1+e)(1+Aue)
(2.27)
SZ
where A, = .

SZ+ ( D, +P, )
Simplifying (2.27) up to first order approximation, it reduces to (2.28) as:
2 2 2
S; =5 (1+e, ) (1-Aye, + Ale? ..)
(2.28)
Removing the brackets and subtracting both sides by Sj
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S2 2 2 2.2
Si—9S, =S, (eo — Aje, — Ajee + Aje )
(2.29)
Taking Expectation of both sides of (2.29)

E(S5-57)=SIE (& — At~ Aee + Al

(2.31)
Applying the results of (2.25) obtaining the bias as

Bias (S} )= 7S] | A5 (Buw —1)— A (Ao —1)

(2.32)
To get the MSE, Squaring both sides of (2.29) and ignoring e of power two as:

E(S2-52) =SIE(e - Ae,)

(2.33)
Expanding, and taking expectation of (2.33)

MSE ($3)=SyE (€] + Ajel ~2Aue.e,)
(2.34)
Applying the results of (2.25), obtaining MSE (éi ) as:

MSE (83 ) =785 | (Buy ~1)+ A5 (B —1) 25 (2, 1) |

(2.35)
where
S? S? S? S?
X , — X A — X , _ X ,
" Sf+(D10+P1) ' Sf+(DlO+P5) ” Sx—i_(DlO—}_F)lO) v Sf+(D10+P15)
S? S? S? S?
A — X , —_ X ,A _ X , — X ,
P SI4(Do+Py) 7 SiH(Dy+Ps) T SE+(Do+Py) 7 SE+(Dy+Py)
S? S? S? S?

A = X ,A — X ,A — X ,A — X ’
M SZ4(Dy+Py) Y SI+(MR+P,) ™M SZ+(MR+P,) * S2+(MR+Py)

X X

Ay, = S Ay, = S, P >
WOSIH(MR+PRy) Y SIH(MR+P,) TS24 (X+Ry) TSI 4(X+Py)
s: s: s: s:
Ap=m—2— A=, A= ——, Ay = ——,
TSI+ (D+PRy) Y SZ+(D+Pg) T SZ4+(D+PR,) 7 SZ+(D+Py)

SZ
A — X
O SIH(Q+Ry)

2.2 Efficiency Comparisons
Comparison of the proposed estimators with other existing estimators considered in the study with certain
conditions to determine the estimators with higher precision.

The SJZi - estimators of the finite population variance are more efficient than Var () if,

MSE (S} ) <Var ()
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2
|:(182(y) _1) + AJi (ﬂZ(x) _1) - 2AJi (/122 _1)] < (ﬂZ(y) _1)
(2.36)
The SJZi - estimators of the finite population variance are more efficient than Sé if,

MSE (S} ) < MSE ()
[AJZi (ﬁz(x) _1) - 2AJi (ﬂzz _1)} < [(:Bz(x) _1)_ 2(122 _1)}
(2.37)
The §J2| - estimators of the finite population variance are more efficient than §,fci if,

MSE ($3) < MSE(S¢, |
|:A‘]2i (ﬂZ(x) _1)_2AJi (/122 _1)] < [qu (:Bz(x) _1)_2A (/122 _1)}

(2.38)
The SJZi - estimators of the finite population variance are more efficient than §JZG if,

MSE (S} ) < MSE (S} )
|:A.]2i (ﬂz(x) _1)_2AJi (ﬂaz _1)} < [Ajze (ﬁz(x) _1)_2AjG (/122 _1)]
(2.39)
The §J2| - estimators of the finite population variance are more efficient than SAfASi if,

MSE ($7 ) < MSE (S5
|:AJzi (ﬂz(x) _1)_ 2AJi (/122 _1)} < |:A1\2/ISi (ﬁZ(x) _1)_2AMSi (ﬂzz _1)}

(2.41)
When conditions (2.36), (2.37), (2.38), (2.39), and (2.41) are satisfied, we conclude that the proposed estimators

(SJZi ) are more efficient than existing estimators.

2.2.1 Empirical Study

Empirical study is carried out to support the efficiency comparison stated above by considering a real life
population as:

Data: [17]

Fixed capital (Auxiliary variable X)

Output of 80 factories (Study variable Y)

N =80, n=20, S, =8.4542, S, =18.3569, C, =0.7507, X =11.2624, Y =51.8264, f3,,,, =2.8664,
By = 2.2667, By, =1.05, p=0.9413, 4,, =2.2209, Q, =9.318, C, =0.3542, Q, =7.5750,

Q, =16.975, D =8.0138, D, =36, D, =4.6, D,=5.9, D, =6.7,D, = 7.5, D, =85, D, =14.8, D, =18.1,
D, =25.0, D,, =34.8, MR =17.955. P, = 2.44, P, =4.35, B, =5.9, P, =6.63, P,,; =7.45, P,, = 7.8,

P, =87, P, =116, P, =15.3, P, =16.9, P, =17.2, P, =19.3, P, =21.7, P, =23.55, P,, = 24.98,

P, =25, P,, = 26.95, P, =27.8, P,, =29.7, P,, =30, P,, = 34.85.
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Table 1: Bias, MSE and PRE of Existing and Proposed Estimators

Estimator Bias MSE PRE
Sample variance 0 5393.89 100

Isaki (1983) 8.1569 2943.71 183.2344
Kadilar and Cingi (2006) 1 7.8297 2887.46 186.804
Subramani and Kumarapandiyan (2015) | 4.6202 2389.24 225.7576
Bhat et. al. (2017) 1 4.1794 2330.10 231.4875
Bhat et. al. (2017) 2 3.9258 2297.74 234.7476
Bhat et. al. (2017) 3 3.6113 2258.56 238.8199
Bhat et. al. (2017) 4 3.4257 2236.84 241.1388
Bhat et. al. (2017) 5 3.2468 2215.55 243.456
Bhat et. al. (2017) 6 3.029 2191.71 246.1042
Bhat et. al. (2017) 7 1.8584 2078.86 259.4638
Bhat et. al. (2017) 8 1.3512 2041.82 264.1707
Bhat et. al. (2017) 9 0.4832 1999.23 269.7984
Bhat et. al. (2017) 10 0.4143 1999.24 269.797
Proposed Estimator (J1) 0.0529 1993.16 270.62
Proposed Estimator (J2) -0.1210 1993.57 270.5644
Proposed Estimator (J3) -0.2535 1995.33 270.3257
Proposed Estimator (J4) -0.3787 1998.26 269.9293
Proposed Estimator (J5) -0.2200 1994.76 270.403
Proposed Estimator (J6) 0.2879 1995.69 270.2769
Proposed Estimator (J7) 0.2572 1995.17 270.3474
Proposed Estimator (J8) 0.0515 1993.16 270.62
Proposed Estimator (J9) -0.1649 1994.01 270.5047
Proposed Estimator (J10) -0.3194 1996.71 270.1389
Proposed Estimator (J11) 0.1487 1993.79 270.5345
Proposed Estimator (J12) 0.1468 1993.77 270.5372
Proposed Estimator (J13) 0.2767 1995.50 270.3027
Proposed Estimator (J14) 0.1910 1994.24 270.4735
Proposed Estimator (J15) 0.0087 1993.07 270.6322
Proposed Estimator (J16) -0.0190 1993.08 270.6309
Proposed Estimator (J17) -0.1945 1994.39 270.4531
Proposed Estimator (J18) 0.0529 1993.16 270.62
Proposed Estimator (J19) -0.1210 1993.57 270.5644
Proposed Estimator (J20) -0.2535 1995.33 270.3257
Proposed Estimator (J21) -0.3787 1998.26 269.9293

Table 1 shows the bias, MSE and PRE of
the sample variance, [3], [5], [10], [16] and
proposed estimators using a real life population.
The resultsshown that all the proposed estimators
having minimum MSE and higher PRE compared
to the conventional estimators under simple
random sampling scheme. This implies that the
proposed estimators are more efficient than the
estimators in the study.

I11. RESULT AND DISCUSSION
A wide class of ratio estimators of finite
population variance for estimation of study variable
are developed. The results (Table 1) shown that the
proposed estimators have minimum mean square
error (MSE) and highest percentage relative

efficiency (PRE) over the usual sample variance,
[3], [5], [10], and [16]. The performance of the
proposed estimators of finite population variance
over sample variance, [3]ratio estimator and other
selected existing estimators with real life
population were examined. The Bias and Mean
Square Error (MSE) of the proposed estimators
were derived. The empirical study shown that the
proposed class of estimators performed better than
sample variance, [3], [5], [10], and [16].

IV. CONCLUSION
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We proposed a wide class of ratio-type
estimators SJZi of the population variance Sf of

the study variable y when the information is
available on the population parameters. The
expressions for the bias and mean squared errors of
the proposed class of ratio-type estimators has
been derived up to first degree of approximation.
We note that the MSE of the proposed estimators is
smaller than the MSE of sample variance, [3], [5],
[10], and [16] The results of the study shown that
the proposed estimator are more efficient than the
rest of the estimators considered in this research.
At this junction, our recommendation is in the
favour of the proposed ratio-type estimators for its
use in practice for estimation of finite population
variance.
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