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ABSTRACT:  Adaptive filters take a leading role 

in digital communication, where it successfully 

removes the noise and echo present in original 

information signal. Here, this paper suggested an 

Adaptive filter for LMS algorithm in accordance 

with Shadow theory. An effective method of 

adaptive filtering is used to reconstruct the signal 

by improving SNR & minimizing MSE. LMS 

algorithm effectively removes the noise element 

overreach with original information signal. Fixed 

LMS algorithm has least possible convergence rate 

and unvarying steady state error. Here the spectral 

characteristics of the filter are improved by the 

shadow technique, as well as obtain a noise free 

signal at the output side. Here the SNR values of 

the adaptive filter for the LMS algorithm 

depending on the shadow concept and without the 

shadow concept is calculated. Also observes the 

response of the adaptive filter using the RLS 

algorithm. 

KEYWORDS: Adaptive algorithm, LMS, RLS, 

shadow theory, SNR, MSE, MATLAB.  

 

I. INTRODUCTION ADAPTIVE 

FILTER USED IN ADAPTIVE NOISE 

CANCELLING 
Adaptive filters are digital filters and 

linear types of filters. For elimination of artifacts 

present in Electro Cardio Gram signal [1] adaptive 

filters are used. Adaptive filtering uses an adaptive 

algorithm. According to these adaptive algorithms 

the filter coefficient is adjusted and uses to control 

the parameters of the filter. Adaptive filters also 

have transfer function to control the parameters. 

Adaptive filters have the capability to customize 

their impulse response and they don‟t have any 

previous idea of the noise and signal qualities. 

Adaptive filters are digital in nature because these 

optimization algorithms are complicated. One of 

the applications of adaptive filter is Adaptive Noise 

Cancellation (ANC). To get an enhanced SNR 

(signal to noise ratio) by using a different de-

noising method where a modulated signal is used 

as a reference signal [2]. Here we use Adaptive 

Noise Cancelling (ANC) to remove the noise which 

is present in our original information signal [3]. In 

ANC there are two inputs one is noise corrupted 

speech signal and second is reference noise input. 

In ANC the reference noise input passes through 

the filter and make it equal to the noise present in 

the corrupted speech signal. After subtracting these 

two signals the noise gets removed due to same 

amplitude and same frequency but opposite phases. 

Here two sensors are used to receive the noise 

signal and target signal separately. The application 

of adaptive filters is also in neuro processing 

systems [4].  Further adaptive filtering with least 

mean square algorithm is used in various 

electronics systems. [5].This technique is widely 

used in many biomedical equipment applications 

[6]. The LMS algorithm is robust, so it is widely 

used in many applications [7]. There are two types 

of impulse response, one is finite and another is 

infinite i.e. FIR and IIR. Between them FIR is 

commonly used because FIR have only adjustable 

zero‟s on the other hand IIR have both adjustable 

zero‟s and pole‟s[8]. Adaptive Filters have 

adjustable coefficient [9]. It also has low 

computational complexity and a fast convergence 

rate [10]. The structure of LMS algorithm is simple 

and due to this advantage various researchers use 

this for hardware implementation [11][12]. 

Adaptive filters are used in signal processing, 

medical controlling, channel equalization in cell 

phones, eco removal etc [13].  The noise used in 

this system is a random process and doesn‟t have 

any prior knowledge [14]. 
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II. CONCEPT OF SHADOW FILTER 
Shadow type of filter approach uses two 

filters.  One of the types of filters is used in 

feedback path whereas second type of filter is used 

in forward path. The spectral distinctiveness of 

forward path filter can be enhanced by changing 

the shadow factor „β‟ of feedback path filter [15]. 

Shadow filters are also used in medical monitoring. 

To design FIR filter the shadow concept is used. In 

cardiac signal processing noise elimination is done 

with the help of Shadow based filters. [16]. 

 

III. LMS ALGORITHM FOR DESIGNING 

ADAPTIVE FILTER 

 
Fig1. Basic block diagram of Adaptive filtering 

 

This above figure 1 shows the basic block 

plan of adaptive filtering. The input digital signal 

x n  is filtered to produce output y n and 

minimize the error signal e(n) when subtracted 

from d(n). Here, e(n) is an error signal playing a 

significant role in adaptive filtering. This error 

signal impels the adaptive algorithm which 

generates the filter coefficient in such a way that 

minimizes the error signal. The Figure 2 indicates 

the Adaptive filtering using Least Mean Square 

LMS Algorithm. Where, 

e(n) = original information signal 

x1(n) = noise signal (which get added to the 

information signal to make it corrupted signal) 

H(z) = Low pass FIR Filter 

d(n) = corrupted signal, [s n +  x1 n ] 
 x(n) = reference noise signal 

e(n) = error signal, [d n −  y n ] 
The weight equation for adaptive filter is, 

w n + 1 = w n + μ ∗ e n ∗ x1(n), where μ is 

step size 

y n = w n + e n ∗ x1(n)  

 

In the design of Adaptive filter with Least Mean 

Square (LMS) algorithms following steps are 

implemented: 

1. Record or create an original signal and noise 

signal.  

2. Correlate noise with another signal by passing it 

through an LPF. 

3. Mix the noise signal with the original 

information signal. 

4. Passes these signals to the adaptive filter, which 

utilises the LMS algorithm for determining error 

e(n).  

5. Edit the weight equation w(n)  

6. Repeat this step until the error get minimum.  

7. Then calculate output y(n), input SNR before 

filtering and output SNR after filtering. 

 

 
Fig 2. Adaptive Filter with LMS algorithm 

 

IV. SHADOW CONCEPT BASED 

ADAPTIVE FILTERING WITH LMS 

ALGORITHM 
The below Figure 3 shows the block 

diagram of shadow adaptive filter. Here the output 

of Low pass filter is given as feedback (positive or 

negative) by a shadow filter of high pass or low 

pass filter. We utilized the shadow concept to find 

the output for different values of „β‟. Where, β is 

the shadow factor. 

 

 
Fig 3. Block diagram of shadow adaptive filter 

 

Following is the equation for the shadow filter with 

positive feedback relationship. 

 

h   n =  
low pass filter

1 + (β ∗ low pass filter)
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h   n =  
h

1 + (𝛽 ∗ 𝑕)
   ,    0 ≤ 𝛽 ≤ 1 

 

𝑥1 𝑛 = 𝑥 𝑛 ∗ 𝑕     (𝑛) 

 

In above equation the 𝑕 (𝑛) is the output of shadow 

filter. 

 
Fig 4.  Shadow concept based Adaptive filtering 

with LMS algorithm 

 The Figure 4 shows the shadow concept based 

adaptive filtering with LMS algorithm. The input 

and output Signal Noise Ratio and Mean Squared 

Error (MSE) are determined and indicated in table 

number 1. Below equations are used to determine 

input and output Signal to Noise Ratio and Mean 

Square Error, which are: 

𝐼𝑛𝑝𝑢𝑡 𝑆𝑁𝑅𝑑𝑏 = 10 𝑙𝑜𝑔10  (
 𝑜𝑟𝑖𝑔𝑖𝑛𝑎𝑙  𝑠𝑝𝑒𝑒𝑐 𝑕 2

 𝑟𝑒𝑓 .𝑛𝑜𝑖𝑠𝑒  2 )  

 

𝑂𝑢𝑡𝑝𝑢𝑡 𝑆𝑁𝑅𝑑𝑏 = 10𝑙𝑜𝑔10 (
 𝑑𝑒𝑛𝑜𝑖𝑠𝑒𝑑  𝑠𝑝𝑒𝑒𝑐 𝑕 2

 𝑟𝑒𝑓 .noise  2 )  

 

MSE =  
1

N
 ∗   original speech  k −N

k=0

denoised speech k2 

 

V.  RESULTS AND EXECUTION 
MATLAB codes are used for the 

implementation of these algorithms which is used 

for adaptive filtering process. The figure 5 

indicates the output of the Adaptive filter with 

Least Mean Square Algorithm by shadow concept. 

Figure no.5 shows the output of LMS adaptive 

filter for β=0. Here, the applied original speech 

signal gets mixed with noise and given to the 

adaptive filter at the input side and give denoised 

speech signal at the output side. Here, Kaiser 

Window is used to observe the output. Also 

determine and compare the SNR values for shadow 

factor β which is varying from 1.1 to 2.0. The 

observed de-noised speech at the output in case of 

Adaptive filtering with LMS algorithm using 

shadow factor is clearer than the de-noised speech 

obtained without shadow factor. Signal to Noise 

Ratio is also determined for adaptive filter based on 

shadow concept and without shadow concept. Here 

we indicate responses for adaptive filtering by 

using RLS and LMS algorithms. 

 

 
Fig 5: Output Signal of LMS adaptive filter for β=0 

 

The above figure no. 5 shows the 

waveforms at the output side when the shadow 

factor β considered as zero. The value of β is equal 

to zero indicates that we filtered the corrupted 

signal by using adaptive filtering with the help of 

Least Mean Square (LMS) algorithm without 

shadow concept. The original speech and the 

reference noise are given at the input side to our 

system. This original signal gets corrupted and we 

filtered this signal through adaptive filtering. After 

filtering we observed de-noised speech at the 

output side of our system. After that we observed 

the output for various values of shadow factor (β). 

Below we see that responses.  

   

 
Fig 6: De-noised speech for β= 1.1, 1.2, 1.3 
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Fig 7: De-noised speech for β= 1.4, 1.5, 1.6 

 

 
Fig 8: De-noised speech for β= 1.7, 1.8, 1.9, 2.0 

 

 
Fig 9: Output of adaptive filtering using Least 

Mean Square algorithm 

 
Fig 10: Output Signal of adaptive filtering using 

RLS algorithm 

 

Figure No. 6 indicates the de noised 

speech at the output for β = 1.1, 1.2, 1.3. The figure 

No.7 indicates the de noised speech at the output 

for β = 1.4, 1.5, 1.6 and the figure number 8 

indicates the de noised speech at the output for β = 

1.7, 1.8, 1.9, 2.0. Figure number 9 shows the output 

of adaptive filtering by using LMS algorithm. In 

addition, we indicate the output of adaptive 

filtering by using RLS algorithm as indicated in 

figure no. 10. Following table indicates the input 

and output Signal Noise Ratio values for the 

adaptive filtering based on shadow concept and 

varying β from 1.1 to 2.0, also determined the 

Mean Squared Error. 

 

Table1. Differentiation of SNR value before 

filtering and after filtering of speech signal and 

Mean Squared Error 

SSr. 

.No 

Name 

of 

Window 

Value 

of SNR 

before 

filtering 

in 

Decibel 

(dB) 

Value 

of  

SNR 

after 

filtering 

in 

Decibel 

(dB) 

Value of 

MSE 

(Mean 

Square 

Error) 

1 Kaiser  0.0030 0.0035 1.5174e-

014 
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Table2. Comparison of Signal Noise Ratio value 

before filtering and after filtering and Mean Square 

Error for Kaiser Window for different shadow 

factors 

Sr

. 

N

o 

Name 

of 

Wind

ow 

Va

lue 

of 

β 

Value 

of  

SNR 

before 

filteri

ng in 

Decib

el 

Value 

of 

SNR 

after 

filteri

ng in 

Decib

el  

Value of 

MSE 

(Mean 

Square 

Error) 

1 

Kaise

r 

Wind

ow 

1.1 
0.007

0 

0.007

2 

1.2204e-

011 

2 1.2 
0.007

8 

0.008

0 

1.0022e-

011 

3 1.3 
0.008

7 

0.009

0 

1.3849e-

014 

4 1.4 
0.009

8 

0.010

1 

7.1430e-

012 

5 1.5 
0.011

0 

0.011

4 

1.1578e-

012 

6 1.6 
0.012

4 

0.012

8 

1.3922e-

012 

7 1.7 
0.014

1 

0.014

6 

1.6795e-

012 

8 1.8 
0.016

1 

0.016

6 

1.2851e-

012 

9 1.9 
0.018

4 

0.019

0 

2.8823e-

012 

10 2.0 
0.021

3 

0.022

0 

2.5512e-

012 

 

VI. CONCLUSION 
Above described system investigated the 

responses to adaptive filtering using the LMS 

algorithm, the RLS algorithm, and the LMS 

algorithm with shadow factor. Also calculated 

signal to noise ratio (SNR) and mean square error 

(MSE) for the shadow factor, varying values of β 

from 1.1 to 2.0. So, the conclusion is that, the use 

of the shadow concept for the elimination of noise 

components present in the original information 

signal gives better SNR and low convergence rate 

as compared to any other method. 
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