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ABSTRACT: Malicious insiders pose serious threat 

to organizations, institutions, and governments’ 

critical infrastructure because of their access to 

confidential data, systems, and resources. This 

threat, often referred to as the insider threat, is most 

of the time regarded as a human factor problem-

often driven by motivation, opportunity, and 

capability. As long as the insider problem is treated 

as a technology problem, the natural recourse for 

detection and mitigation is to the use of technical 

and procedural controls. Such an approach is not 

advisable when confronting strategic human 

adversaries, since it may fail to account for the 

dynamic nature of the conflict between the 

contending parties who happen to be self-interested 

and intelligent agents. Game theory, with its rich 

analytical and modelling techniques, offers 

mathematical tools and procedures that capture the 

dynamic interplay between the security apparatus of 

an organization and the malicious insider. This 

paper presents a literature review of previous works 

on insider threat detection and mitigation using 

game theoretic principles. 

KEYWORDS: Insider Threat, Game Theory, Nash 

Equilibrium, Stackelberg Game. 

 

I. INTRODUCTION 
Malicious insiders pose serious threat to 

organizations, institutions, and governments’ critical 

infrastructure. These individuals often are trusted 

employees given access to confidential data, 

systems, and resources. These dangers, which can 

take many different forms, including theft, sabotage, 

fraud, and espionage, can have disastrous effects on 

the organization's finances, reputation, and day-to-

day operations, and ultimately the confidentiality, 

integrity, and availability (CIA) of data. 

Information security is literally regarded 

primarily as a people’s problem, and not a technical 

problem [41]. Subsequently, the insider threat is 

often deemed a human factor problem. Humans are 

usually not predictable, difficult to manage in the 

context of information security, and described as the 

weakest link in the cybersecurity chain [26], [34]. 

As long as the insider threat is treated as a 

technology problem, the human aspects of 

motivation, opportunity, and capability that happen 

to be the driving force of any malfeasance behaviour 

will not be accounted for [2], [35]; thus, rendering 

any security measures ineffective. Irrespective of 

their effectiveness, the human behaviour in 

information security cannot thoroughly be resolved 

by technical and procedural controls, [30]. Although 

today's cyberspace is overwhelmed by attacks from 

outside the organizational perimeter (virtual or 

physical), it is crucial to look at the interior of this 

perimeter as well [37]. 

 

II. DETECTION 
Detection of malicious insiders can be 

tedious to accomplish. Some systems have been 

proposed to detect insider threat, some of them 

utilize proactive forensics [4], graph-based analysis 

[11], honeypots [43] and other methods. A useful 

tool in the process of insider detection is intrusion 

detection systems (IDS) [32], as they can detect 

abnormal actions, packets with illegal content and 

deviations from normal user behaviour. Another 

useful technique, used to mitigate the insider threat, 

is system call analysis [33], command sequences 

and windows usage events [39].While intrusion 

detection systems and honeypots are part of the 

"network-based sensors" family of technologies, the 

techniques based on human usage patterns, such as 

system calls analysis, are part of a larger family of 
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techniques known as "host-based user 

profiling."[39]. 

The modelling-based approaches for insider threat 

detection can be classified as shown in Figure 1 

below. Game theory as a mathematical tool has 

always featured where human behaviour and 

rationality have to be taken into consideration for 

effective decision making and optimal resource 

allocation. 

 

 
Figure 1. Types of insider threat models [38] 

 

III. MITIGATION 
According to [44] and [13], even though 

significant research has been observed in insider 

threat detection in recent years, relatively little 

progress has been made overall in mitigating insider 

threats.  

Research in malicious insider threats and 

attacks have various approaches to their mitigation 

and causes [13]. However, these mitigation 

approaches can be grouped into two categories: (a) 

technical mitigation approaches and (b) non-

technical mitigation approaches.  

Further, technical approaches toward 

mitigating insider threats can be grouped into two 

categories: (a) detecting any unauthorized activity 

and (b) identifying any changes in behaviours that 

may lead to a malicious insider threat. These two 

sub-categories are often operated on digital devices 

or network operation [12]. Intrusion Detection 

Systems (IDS), Data Loss Prevention (DLP), 

Security Information and Event Management 

(SIEM), Access Control Systems (ACS), or honey-

tokens come under technical controls designed to 

prevent attacks from unauthorized individuals 

outside the perimeter of an organization. However, 

these technical controls can also play the dual role 

of a mitigating technique [21]. Notwithstanding, it is 

pertinent to note that malicious insiders possess 

authorized access to the information assets. Thus 

implying they might have full knowledge of the 

various defensive mechanisms deployed in the 

organization. As a result, a typical malevolent 

insider is often very subtle and will reduce the 

likelihood of detection to the barest minimum. 

 

 
Figure 2. Distribution of the African cost per 

type cyber-attacks in 2016 [34] 

 

Figure 2 above shows the distribution of 

the various cyber-attacks cost per type in Africa in 

the year 2016. Most African enterprises and 

institutions must have witnessed cases of the 

malicious insider attack in one form of the other in 

their existence more than other attacks on 

computing systems. 

 

IV. GAME THEORY 
The control over the computing process 

and IT systems is actually a cyber-battle between 

the cybercriminal and the cyber-defender. While the 

defender continuously invests in resources to 

maintain full control over his/her computing 

resources, the attacker on the other hand, 

continuously strives to wrestle away that control and 

exercise illegitimate control over those resources 

[34].  Hence, a new frontier of battlefield that is 

artificial and highly mutable is opened, called the 

cyber-battlefield. In this battlefield, cyber-attacks 

are prosecuted through the use of digital weapons; 

these weapons are neither limited by geographic 

boundaries or ideological boundaries. All of the 

components in the cyber battlefield are human-

made. Therefore, it follows that the components and 

the cyber battlefield may be altered by human 

beings [17],[34]. 

Game theory refers to the methodology and 

framework that uses mathematical tools to model, 

analyse, and understand interactive decision making 

processes that often occur among independent, 

rational, and self-interested agents which could be 

any of conflict, cooperation, and coordination 

[27],[31],[34]. These self-interested agents could be: 

institutions, corporations, software agents, nations, 

animals etc. Thus, the cyber-battle between the 

defender (administrator) and the attacker (malicious 

insider) can be likened to a game with two self-
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interested agents having conflicting vested interests. 

The ultimate goal of game theory is equilibria: 

situations in which no participant would relinquish 

his strategy, if no one else does it as he would be 

disadvantaged. The first application of game 

theoretic approaches to security was by [5] in the 

domain of information warfare.  

Game theory tries to predict the behavior of 

the players in strategic settings and sometimes also 

provides decision makers with suggestions 

regarding ways in which they can achieve their 

optimal goals in a competitive environment [46]. 

According to [6], game theory offers solutions to 

mathematical questions about the future actions of 

participants whose rationality is dynamic [6].  It was 

introduced into the security domain to confront 

strategic human adversaries by accounting for their 

actions, and to proffer quantitative insights and 

solutions in security management [3].  

Since insiders often are well accustomed to 

the security architecture and setup of their 

enterprises, the balance and equilibrium often shifts 

in their favour as the attacker as a result of the 

information asymmetry [7]. 

In a typical game, there are two players: a 

defender and an attacker.The defender is always 

trying to choose an action to minimize the potential 

damage that an attacker could cause by taking some 

preventive actions. The attacker's goal is to 

maximize the damage. In this sense, the zero-sum 

games is often used: one player’s loss is another’s 

gain. Opponents could either take simultaneous or 

sequential decisions. Games with simultaneous 

decisions are referred to as normal form games; in 

these, all players announce their decision at the 

same time. In contrast, players in sequential games 

make their decisions over time, perhaps in response 

to previous decisions by other players. Most 

commonly, two players will alternate in declaring 

their decisions, and these are called extensive form. 

Figure 3 below shows the trend of research 

and publications in various game theory models for 

insider threat research, from the year, 2015. This 

shows that there has been upward appreciation and 

growth in research interest in game theory models 

and its solution concepts to predict the behaviour of 

self-interested agents in social interactions in 

cybersecurity and other relevant fields. 

 

 

 
Figure. 3 The trend of security research in game 

theory for insider threat attacks 

 

V. COMPONENTS OF A GAME 
A game is a mathematical model of an 

interactive decision-making scenario where each 

player aims to get their optimal result while being 

aware that every other player is attempting to 

accomplish the same thing [31].  

The essential elements of a game typically 

are: the players, actions, strategies, payoff functions, 

and an equilibrium [45].  

The players are the individuals, groups, 

firms, consumers, a government, or non-

governmental organizations, or systems that 

independently make decisions with a bias toward 

their own self-serving interests and aims. In the 

context of insider threat mitigation, these are the 

insiders (employees with access to sensitive 

information) and the organization (security teams, 

administrators, and others). Every entity is 

considered to be rational, with the ultimate goal of 

maximizing his utility. In this context, utility refers 

to the degree of contentment, satisfaction, or 

enjoyment that results from a behaviour. While 

utility theory is the predominant method for 

simulating an agent's interests. This theoretical 

method shows how an agent's preferences vary 

when he is uncertain about which of the various 

alternatives he will receive. It also quantifies the 

agent's degree of preference across the set of 

alternatives [27]. A utility function is specifically a 

mapping from real numbers to states of the world. 

These figures are regarded as indicators of the 

degree of happiness experienced by an agent in the 

specified states. 

Actions refer to the decisions made each 

player and it is assumed that each player is fully 

informed about the options available to them, and 

the actions that other players may choose to take. 

Strategy is a comprehensive contingency 

plan that details the course of action a player takes 

in each potential scenario (contingency) that arises 

throughout the game. In the context of insider threat 

detection and mitigation, an insider may decide to 

engage in malicious activities (commit to theft, 
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information sabotage, or data exfiltration) or simply 

comply with organizational policies. On the other 

hand, the organization may put in place various 

security measures such as monitoring, access 

controls, auditing logs to deter or detect insider 

threats. 

Payoff refers to the concept that describes 

or quantifies the satisfaction that a player derives 

from under each possible strategy. At the end of 

each game, the payoff is often made known. The 

payoff function maps each strategy profile into a 

real number. For an insider, the payoff could be 

monetary gain or personal aggrandizement from 

successful breach of organizational security. The 

organizational payoffs would be retaining the triad 

of Confidentiality, Integrity, Availability (CIA), 

thus retaining trust of clients. 

Equilibrium is a collection of mixed 

strategies (a collection of randomized pure 

strategies), one for each player. In this scenario, a 

player will stick to his original plan after 

considering the opponent's approach and has no 

reason to change it. In the 1950s, John Nash 

postulated the Nash equilibrium and deduced that 

every normal-form game has an associated Nash 

equilibrium [18]. In non-cooperative game theory, 

the Nash equilibrium is the most commonly used 

solution concept.  

Games can be classified into different 

categories based on perspectives. Table 1 shows the 

classification of games and the security concerns 

which are related to each classification.   Typical 

games are often classified into either cooperative or 

non-cooperative. Cooperative game theory is 

concerned primarily with coalitions or groups of 

players who coordinate their actions, and pool their 

winnings [15]. 

 

Table 1: Game Theoretic Methods for Cyber 

Security [36] 

 

 

However, non-cooperative games are the 

most widely encountered in social settings where 

competition and diverse interest by the players have 

to be predicted and resolved. Innon-cooperative 

game theory, every player or participant tries to 

maximize his/her own reward regardless of the 

actions taken by its competitors. Games may be 

zero-sum or non-zero-sum. In a zero-sum game, 

every loss by one player is a gain for the other (e.g., 

as in gambling). In a non-zero sum game, the total 

gains or losses may be more or less than zero. 

Nonzero-sum games allow the possibility of win-

win solutions among some or all the players (e.g., 

competing companies might collaborate to develop 

a product that creates new revenue for both). 

 

VI. REPRESENTING GAMES 
The simplest form of representation of a 

game is a normal-form game. It is regarded as the 

best-known representation scheme for games (also 

referred to as the strategic form, or, the bi-matrix 

form, in the case of two players). 

 

A normal form game 𝐺 can be represented by a 

tuple (𝑁, 𝑆,𝑢), where 

Players: 𝑁 =  1,… ,𝑛 , with typical 𝑖 = 𝑁; 

Strategies: For every player 𝑖, a finite set of 

strategies, 𝑆𝑖 , with typical strategy 𝑠𝑖 = 𝑆𝑖 ; 
Payoffs: A function 𝑠𝑖 :  𝑠1 ,… , 𝑠𝑛 → ℝ mapping 

strategy profiles to a payoff for each player 𝑖.𝑢: 𝑆 →
ℝ𝑛 . 

Thus a normal form game is represented by the 

triplet:

 𝐺 =  𝑁,  𝑆𝑖 𝑖∈𝑁 ,  𝑢𝑖 𝑖∈𝑁  #  

Thus, given a strategic form game 

  𝐺 =  𝑁,  𝑆𝑖 𝑖∈𝑁 ,  𝑢𝑖 𝑖∈𝑁 ,                     (1) 

the strategy profile 𝑠∗ =  𝑠1
∗, 𝑠2

∗,… , 𝑠𝑛
∗  is said to be 

a pure strategy Nash equilibrium of 𝐺 if, 
 

𝑢𝑖 𝑠𝑖
∗, 𝑠−𝑖

∗  ≥ 𝑢𝑖 𝑠𝑖 , 𝑠−𝑖
∗   ∀𝑠𝑖 ∈ 𝑆𝑖 ,∀𝑖 = 1,2,… ,𝑛 # 2  

 

Where 𝑠−𝑖
∗ where denotes 𝑠−𝑖

∗  the profile of actions of 

all players except 𝑁𝑖  
At 𝑠∗, no 𝑖 regrets playing 𝑠𝑖

∗. Given all the 

other players’ actions, 𝑖 could not have done better. 

That is, each player's Nash equilibrium strategy is an 

optimal reaction to the other players' Nash 

equilibrium plans. Every game model takes into 

account a concept of a solution that establishes the 

game's result and the strategies that go along with it. 

Nash equilibrium (NE) is the most famous concept 

of game solution.  

A Nash Equilibrium is a set of strategies of 

the game under which no single player is willing to 

unilaterally change his strategy if the strategies of 
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the other players are kept fixed. Formally, the action 

profile 𝑠∗ = (𝑠1   
∗ , 𝑠2   

∗ ,… , 𝑠𝑁  
∗ ) is a Nash equilibrium 

as earlier stated in equation two above. That is, an 

action profile𝑠∗ = (𝑠1   
∗ , 𝑠2   

∗ ,… , 𝑠𝑁  
∗ ) is a Nash 

equilibrium only for each player, the action 𝑠1   
∗ is a 

best response to the action profile 𝑠−1
∗ . 

 

We refer to an equilibrium strategy as pure 

strategy equilibrium if it specifies a specific course 

of action for every actor. There aren't always pure 

strategy equilibria. However, randomizing the 

choices made for the actions on the action sets can 

always result in an equilibrium for a finite, two-

player game[18]. Such equilibrium is called a mixed 

strategy equilibrium. Formally,a mixed strategy 

selects a probability distribution on the set of 

actions, whereas a pure strategy selects a 

deterministic course of action. A mixed strategy of a 

player is a probability distribution over the set of his 

or her pure strategies.  

If player i has strategies Si =  si1, si2,… , sik , then a 

mixed strategy σi  for player i is a function on Si  

such that 0 ≤ σi sij ≤ 1 and 

 

σi si1 + σi si2 + ⋯+ σi sik  = 1 # 3  

 

Thus the set of mixed strategies is: 

Δ Si =  xi ∈ ℝ+
 S i  :  xih

h∈S i

= 1  # 4  

The usual approach of representing games 

is often through an n-dimensional matrix as shown 

in figure one, below. The two players are Player 1 

and Player 2 with the option of two Strategies A and 

B each. Player 1 is the row player, while Player 2 is 

the column player. For example, the pair, p1A , p2A  

represents the payoff function pairs for each player 

respectively when Player 1 plays Strategy A and 

Player 2 plays Strategy B. 

 

 
Figure 4. Representing Games with a Matrix 

 

For the pay-off matrix in Figure 1 above, 

Player 1 is the maximizing player, while Player 2 is 

the minimizing player. The pay-off values in each 

row of the matrix is the gain of Player 1, the pay-off 

values in each column is the loss of Player 2. In the 

maxmin theorem, the maximizing player, Player 1 

lists his worst possible pay offs of all his strategies 

and chooses that strategies which corresponds to the 

best. The minimax theorem demands also for the 

minimizing player, Player 1 to list all his maximum 

losses from each strategy and select that strategy 

which corresponds to the least. 

 

A saddle point occurs when the value of the maxmin 

equals the value of the minimax, and this is called 

the value of the game. 

 A maxmin strategy for agent i, strategy σi  that 

makes i′s worst case expected utility as high as 

possible is: 

 

 arg max
σ i

min
σ−i

ui σi ,σ−i  (5) 

 

And the maxmin value for agent i, or security level, 

is the maxmin strategy’s worst case expected utility 

denoted as: 

 max
σ i

min
σ−i

ui σi ,σ−i  (6) 

 

Similarly, the minmax strategy for agent i, strategy 

σi , against agent – i that minimizes the expected 

utility of – i best response to σiis: 

 

 arg min
σ i

max
σ−i

u−i σi ,σ−i  (7) 

 

And the agent – i minmax value is – i′s maximum 

expected utility, if agent i plays his/her minimax 

strategy:  

 min
σ i

max
σ−i

u−i σi ,σ−i  (8) 

 

 

VII. INFORMATION SECURITY AS A 

GAME 
From a game theoretic viewpoint, 

information security can be compared to a 

multiplayer game in which there are two teams of 

players: the attackers, who are malevolent users, and 

the defenders, who are network/system 

administrators. There are many advantages to 

utilizing a game-theoretic method to quantify 

information security. Above all, it could assist 

defenders in determining which defense tactics are 

best for a given system and in estimating the 

potential loss of those tactics[10],[16].  
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In the context of insider threat research, the 

players include: insiders (with access to sensitive 

information), the organization (security teams, 

management, and other employees), and external 

adversaries (hackers and competitors). The 

strategies for the insider could to be to act honestly 

or engage in malicious activities (theft, sabotage, 

data exfiltration). On the other hand, the defender, 

the organization can implement various security 

measures (access controls, auditing, monitoring, 

training, awareness) as its strategies to deter or 

detect insider threats [40]. In addition, game 

theoretic components such as payoffs and 

information asymmetry are relevant for 

consideration. For the insider, his payoff could be 

monetary gain or personal gratification derived from 

successful malicious acts. The defender’s payoff 

could be successful prevention of security breaches, 

maintaining trust, and the costs that goes with 

implementing mitigation strategies. The advantage 

of information asymmetry is skewed toward the 

insider in that his intentions are shielded from the 

organization [22]. Also, his knowledge of the 

vulnerabilities of the organization favors him 

compared to the security team. Thus this 

information asymmetry could play a determining 

factor in strategy formulation. 

 

VIII. STACKELBERG GAMES 
The Stackelberg game is non-symmetric 

game and a variant of the normal form game where 

one player observes the move of other player’s 

action before deciding on his/her own action. It is 

often a sequential, one-shot, finite-action, two-

player game [9]. Named after the German economist 

Heinrich von Stackelberg, who introduced it the 

early twentieth century, these games illustrate 

strategic interactions in situations where players 

make decisions sequentially rather than 

simultaneously. The first decision maker is the 

leader, while the second who observes the leader’s 

choice and then chooses its strategy in return, is 

known as the follower. This sequential nature of 

decision-making creates a hierarchy in the strategic 

interaction, where the leader can potentially gain a 

first-mover advantage by committing to a strategy 

that the follower must take into account, for 

example in telecommunications and computational 

systems for supporting administrative decisions 

[46]. Stackelberg game has been applied in insider 

threat research, where the defender sets up its 

defensive configuration, then an insider discloses 

the information to the attacker, who can choose to 

accept or decline it before launching an attack.  

 

IX. REVIEW OF RELATED 

LITERATURE 
Since game theory is widely accepted as an 

optimization method that models and manages risks 

from intelligent adversaries [1], [24], and with its 

rich mathematical principles, it can be effectively 

applied to identify and mitigate insider threats in 

organizations by modeling interactions between 

employees and the organization to predict malicious 

behavior [42].  

This section provides a review of game 

theory in insider threat mitigation. [29] proposed an 

insider prediction model for insider threat 

identification based on a game-theoretic model. This 

game, they claimed, would assist organizations to 

understand better malicious insiders’ motivations 

and decision-making processes, thus prescribing the 

optimal defense strategy. Subsequently, [28] further 

elaborate on the need to understand inadvertent 

insider threats through game theoretic analysis of 

the budget mechanism risk, thus proposing a 

structured mechanism to mitigate these risks, and 

evaluating its effectiveness to enhance 

organizational security. [22] applied game theory to 

model the interactions between insiders and the 

security mechanisms, specifically an Intrusion 

Detection System (IDS), thus gaining further 

insights into attackers’ behaviors. 

Further, [23] objective in their paper is to 

develop a game-based intrusion detection 

mechanism that specifically targets internal 

attackers. The authors apply game theory to model 

the interactions between insiders and the security 

mechanisms, specifically an Intrusion Detection 

System (IDS). This approach allows for a structured 

analysis of the strategic decisions made by both 

parties involved in the security scenario. [26] 

proposed a game-theoretic approach for the 

mitigation of insider threats through a two-player 

stochastic game that focused on secure team 

selection and the dynamics between a project 

manager and an adversary. In this game, a project 

manager tries to mitigate the likelihood of bribery of 

a team member to disclose vital information.[25] 

explore the use of game theory as a new framework 

to analyze insider threats in the context of nuclear 

facilities. They contend that their framework is 

intended to capture the intentions and strategies of 

both parties, providing a more realistic 

representation of security dynamics.  

[14] proposed the first three-player game 

model that incorporates the interactions between an 

attacker, a defender, and an insider as a three-stage 

Stackelberg game. This model helps in 

understanding the dynamics between the trio of 

attackers, defenders, and insiders. Similarly, [14] 
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explore the complex interactions among the trio of 

advanced persistent threats (APTs), insiders, and 

defenders in the context of an enterprise. A non-zero 

sum game theoretic model with asymmetric 

feedback is used where the attacker receives delayed 

feedback regarding the defender’s security updates. 

The paper sheds light on how information 

asymmetry affects decision-making and strategy 

formulation for both the attacker and insider.  

 Furthermore, [8] propose the objective of 

exploring and establishing a game-theoretical 

framework that addresses advanced persistent threat 

(APT) problems, specifically focusing on two types 

of insider threats: malicious and inadvertent. 

Subsequently, the paper aims to determine the 

optimal defense strategies for dealing with both 

malicious and inadvertent insider threats. This 

involves analyzing how different types of insider 

threats affect the defender's approach to security and 

resource allocation. [7] explores the concept of 

information asymmetry between defenders and 

attackers in a three-player game model. The paper 

highlighted the role private information can play in 

the effectiveness of security strategies. [20] 

proposes a novel approach of adversarial risk 

analysis to insider threat modeling by relaxing the 

common knowledge assumption of game theory in 

most models of the threat. In addition, they seek to 

improve on these models by incorporating 

additional factors that influence insider threats, such 

as organizational culture and detection mechanisms.  

[19] propose a game-theoretic framework 

known as the duplicity game that is designed to 

facilitate the design of deception mechanisms that 

can effectively counter sophisticated cyber threats as 

well as mitigate insider threats. Moving further, [42] 

proposes a game-theoretic modelling approach to 

capture the interaction between employees and 

organization to predict malicious employees 

(insiders) and organizations behavior with 

incomplete information. This author considers 

important elements of security culture, elements 

pertaining to organizational behavior and security as 

well as game parameters to capture the interaction 

between employees and organizations.  

 

X. CONCLUSION 
In this review paper, we have reviewed 

several research publications that viewed the insider 

threat and mitigation from the human factor 

perspective: strategic actors acting on self-interest. 

The complexities associated with insider threat 

make traditional mitigation strategies inadequate. 

Irrespective of their effectiveness, technical and 

procedural controls are not sufficient enough to 

resolve the intricacies and complexities associated 

with human behavior, and subsequently the insider 

threat in socio-technical systems. Game theory 

provides a mathematical framework for analyzing 

strategic interactions between actors. Thus, game 

theory models are preferable in strategic settings 

where the behaviors of self-interested actors have to 

be taken into consideration and security optimal 

resource allocations have to be made to minimize 

the likelihood of adversarial actions. 

 

XI. FUTURE RESEARCH DIRECTIONS 
Finally, through this research, we have 

presented the latest game theoretic frameworks 

toward mitigating the insider threat. Probable future 

research directions would be to integrate the human 

factors of motivation, capability, and opportunity 

into future frameworks. Also, the Deterrence theory 

from Situational Crime Prevention perspective can 

be explored and integrated into future models since 

most criminal behavior are often carried out with a 

risk averse tendencies. 
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