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ABSTRACT: Whether the information being 

spread is true or misleading, it can still be done 

through propaganda. For the purpose of obscuring 

the understanding of the propaganda targets, bias is 

frequently used in propaganda. One sort of media 

that is commonly utilised to spread propaganda is 

news reports. Propaganda must be identified in 

news items by text classification, which is essential 

for stopping its dissemination. 

The text classification algorithms Long Short-Term 

Memory (LSTM), GRU, CONV-LSTM, CONV-

GRU, and BERT have all been used extensively. 

The weakness of LSTM is that it has a large bias 

when attempting to infer context from the text by 

word order. In text analysis, Convolutional Neural 

Networks (CNN) may extract important 

information using convolutional layers, however, it 

is insufficient for context extraction. In order to 

detect propaganda in news articles, this work aims 

to merge the LSTM, CNN, GRU, and CNN with 

LSTM and GRU algorithms in text categorization. 

It has been demonstrated that combining each 

strategy improves classification performance while 

requiring less running time. The CONV-LSTM 

method is the best one out of the five, according to 

the comparison analysis. 

 

KEYWORDS: News classification, Deep 

Learning, Filtering. 

 

I. INTRODUCTION 
Recent years have seen a surge in research 

on propaganda news detection, and numerous 

models have been put forth to detect various forms 

of deception. There are a few recognised categories 

of algorithms, common approaches they use, and 

data types they can analyse because this is a 

nascent study topic. Even the term "propaganda 

news" is in dispute because it is open to several 

interpretations. 

There is a variety of mapping studies, 

surveys, literature reviews, and alternative analysis 

projects, however, none have offered a 

comprehensive summary of the classification 

algorithms that have been studied, and that have 

been studied the most, exploitation deep learning 

algorithms and a range of datasets. One of the 

difficult tasks is to classify and detect news using 

various deep learning models and algorithms. 

(1) Because it is written for a particular purpose 

and particular group of people and  

(2) Because of similar use of context and linguistic 

features written for normal news as well. 

 

The objective of this work are as follows 

1. To provide an overview of the datasets 

2. To perform the analysis on the different deep 

learning techniques 

3. Perform the comparison analysis for the 

present work among the different deep 

learning techniques 

4. Find the algorithm that must detect propaganda 

news in the fastest feasible way & maximum 

possible accuracy using neural networks 

 

As said earlier, there aren't enough 

overviews of the algorithms that work best for the 

application and those that have already been put to 

the test. This report's goal is to provide a summary 

of the various deep-learning models for detecting 

misinformation. This should make it easier for 

future researchers to uncover detection models that 

are comparable to the detection models they are 

currently creating or to identify the classification 

algorithms that still need more investigation. 

 

The following research questions are as follows: 

1. Why it is required to detect propaganda-based 

news? 

2. Which deep learning model can effectively 

classify news that is based on propaganda? 

3. Do some categorization algorithms perform 

more accurately and with higher f-scores than 

others? 

4. Does contextual and linguistic features matter 

for such news classification? 
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Stroke IC engines are working on 

camshaft Mechanism. Although the conventional 

system has proven to be convenient and safe. Its 

fixed valve timing is necessarily a compromise of 

combustion stability, fuel economy and maximum 

torque objectives.  Cam is an integral part of an 

engine as it controls valve actuation which in turn 

is responsible for supply of air-fuel mixture into the 

combustion chamber and for the removal of 

exhaust gases from the combustion chambers. 

Even inside the topic articles for this 

literature study, the term "propaganda news" is 

employed to denote a good variety of problems and 

isn't systematically defined. The terms "propaganda 

news," "false news," "disinformation," 

"misinformation," "false information," hoaxes, 

"dishonourable news," "rumour," "clickbait," 

"conspiracies," "parody," "caustic remark news," 

and "propaganda" refer to a wide variety of 

destructive or factual misinformation types. After 

learning that the phrase was used in academic 

literature, [2] developed a taxonomy of six 

essential categories, including satire, parody, 

fabrication, manipulation, advertisement, and 

propaganda. The six types can even be further 

broken down into individuals with a high or low 

degree of factual accuracy and those who have a 

high or low level of authoritarian purpose to 

mislead. [3] Deceptive news, fake news, satirical 

news, disinformation, misinformation, cherry-

picking, clickbait, and rumour are the eight ideas 

associated with Propaganda news. Each thought is 

connected with authenticity or the amount of 

factual truth, the author's goal, and a binary value 

indicating whether it is news or of an undetermined 

category. The phrase "propaganda news" is 

rejected, and incorrect information is instead 

classified as "misinformation" (false information 

transmitted without malice) "disinformation" (false 

information spread with malice), and 

"malformation" (truths spread with ill intent). 

While the aforementioned examples all take into 

account intent, the majority of the material 

consulted for this study simply addresses the 

degree of factual accuracy, and the term 

"propaganda news" is used to refer to both factually 

wrong news media and social media postings and 

comments. Regardless of the underlying goal, 

"propaganda news" is going to be used as a general 

descriptor of factual incorrectness during this 

analysis [4]. 

 

II. MODEL 
At this time, many classification model 

scenarios will be established. It will be developed a 

classification model with LSTM, a combination of 

LSTM and CNN, GRU, a combination of CNN and 

GRU, and BERT, and the performance of the 

model will then be compared. To make the final 

performance comparable, each model will be built 

easily and with similar hyperparameter settings. 

 

2.1 LSTM modelling 

Bidirectional LSTM layers are the type of 

LSTM employed in the LSTM model. In order to 

make it simpler for the model to understand the 

context present in the data, bidirectional LSTM 

offers the advantage of preserving context in both 

past and future directions [18]. The figure 

illustrates the summary of this model. 

 

2.2 GRU Modelling 

GRU is the variant of the RNN and is the 

better than the LSTM. In LSTM it tries to solve the 

vanishing gradient problem but not as good as the 

GRU. And GRU is not preferred when there is 

longer sequences. And GRU uses lesser memory as 

compared to the LSTM and it is also faster than the 

LSTM. 

 

2.3 CONV-LSTM Modelling 

ConvLSTM utilizes the ability of 

convolutional layers to understand the complex 

relationships, so integrating that layer in LSTM 

gives the ability to represent complex information 

easily.  

Similar to the ConvLSTM here we can 

also use it along with the GRU to improve the 

learning of the complex patterns. 
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Figure 1 LSTM Modelling 

 

 
Figure 3 GRU modelling 
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Figure 2 CONV-LSTM Modelling 

 

 
Figure 4 CONV-GRU Modelling 
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III. LOSS FUNCTIONS 
3.1 Mean Squared Error Loss 

The loss function’s Mean Squared Error 

(MSE) is the workspace of fundamental loss 

functions as it is straightforward to comprehend, 

simple to use, and generally effective. Just square 

the difference between the model's predictions and 

actual data, average it across the entire dataset, and 

then use that result to determine MSE. No matter 

which way both the anticipated and actual figures 

are signed, the result is always positive, and 0.0 is 

the ideal value. 

By dividing the difference between "y" 

and our prediction by two, we can determine the 

mean squared error (MSE) loss. We take these new 

numbers, square them, add them all up to create a 

total, and then divide this total by y once more. Our 

final outcome will be this. The formula for 

calculating mean squared error loss is as follows: 

 
3.2 Squared Error Loss 

Each training example's squared error loss 

is the discrepancy between actual and anticipated 

values is sometimes referred to as L2 Loss: 

L =  y − f x  
2
 

The Mean of these Squared Errors, which is the 

associated cost function (MSE). 

 

3.3 Root Mean Square Propagation 

The learning rate in Root Mean Square Propagation 

is different from the learning rate in Adagrad 

because it is not the sum of the squared gradients, 

but an exponential average of the gradients. Root 

Mean Square Propagation essentially mixes 

AdaGrad and momentum. 

cachenew = γ ∗ cacheold +  1 − γ ∗  
∂ Loss 

∂ Wold  
 

2

 

 

IV. TRAINING 
During the training process, it can be done 

in 2 ways. One where for each training sample the 

loss can be calculated and the weights are updated.  

And in second way after every couple of training 

samples it is updated instead of updating for every 

sample. This will reduce the training process as 

well as also reduces the chance of overfitting. In 

training process samples are grouped into the group 

size with Batch.  In batch learning weights are only 

updated when loss for all the samples in the batch 

is calculated and at end the wight are updated.  

This size of the batch can impact the 

performance of the model. So this parameters is 

considered as the hyper parameter. If the Batch size 

is considered very low then model could be over 

fitting and can not generalize properly. And also 

results in the slower process of training. And when 

the batch size is kept too large, it will take very 

short time but does not fit to data properly and may 

have poor performance. 

● Stochastic Gradient Descent is that Batch 

Size = 1 

● Mini-Batch Gradient Descent is that 1 < 

Batch Size < Size of Training Set 

 

Epoch 

"Epochs" are determined by how often the 

learning algorithm iterates through the entire set of 

hyperparameters that makes up the training dataset. 

Every sample of the training dataset has had its 

internal model parameters updated once during an 

epoch. An epoch consists of one or more batches. 

An example would be the batch gradient descent 

learning algorithm, which describes a single-batch 

epoch. One may envision a for-loop that iterates 

through the training dataset one epoch at a time. A 

for-loop that is nested inside of the current one 

iterates through each batch of samples, iterating 

through the "batch size" number of samples in each 

batch. Until the model's error is sufficiently 

decreased, the learning process can go on for 

hundreds or thousands of epochs. In the literature 

and tutorials, it is possible to find examples of the 

number of epochs set to 10, 100, 500, 1000, and 

higher. A y-axis that shows the model's accuracy or 

skill is typically present in graphs that show epochs 

along a line x-axis as time. The term "learning 

curve" also applies to these graphics. These graphs 

can be used to evaluate how well the model fits the 

training dataset and if it was over- or under-trained. 
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V. RESULTS 

 
Figure 5 Loss - LSTM Model 

 

 
Figure 7 Accuracy - LSTM model 

 

 

 
Figure 9 ROC Curve- LSTM Model 
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Figure 6 COnfusion Matrix - LSTM Model 

 

 
Figure 8 ROC-Confusion- GRU Model 

 

 
Figure 24 Loss and Accuracy CONV-LSTM Model 
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Figure 10 ROC and Confusion - CONV-LSTM Model 

 

 
Figure 11 Loss and Accuracy CONV-GRU Model 

 

Comparison Analysis 

 model_nam

e 

accurac

y 

auc not_propag

anda_accur

acy 

propag

anda_a

ccurac

y 

f1 precision recal

l 

roc 

2 CONV 

LSTM 

Model 

0.9551 0.970

1 

0.9758 0.7913 0.7982 0.8053 0.79

13 

0.88

36 

0 LSTM 

Model 

0.9592 0.970

4 

0.9809 0.7878 0.8126 0.8389 0.78

78 

0.88

44 

3 CONV 

GRU 

Model 

0.9557 0.967

1 

0.9822 0.7461 0.7908 0.8412 0.74

61 

0.86

41 

1 GRU 

Model 

0.9590 0.968

7 

0.9866 0.7409 0.8023 0.8747 0.74

09 

0.86

37 

4 BERT 

Model 

0.8929 0.846

7 

0.9868 0.1496 0.2386 0.5890 0.14

96 

0.56

82 

 

Best Model Selection 
1. The best model is - Convolution LSTM 

Model 
2. The convolution LSTM-based model has 

beaten all other deep learning models 

including bert and also machine learning 

models. 

3. The minority class accuracy is 79.82% which 

is 7% more than the best machine learning 

model and a little bit more than LSTM model. 

 

VI. CONCLUSIONS 
This paper uses a variety of deep learning 

algorithms to investigate the classification of 
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propaganda news. There aren't many recognised 

categories of the algorithms, the fundamental 

tactics they employ, or the kinds of data they can 

handle because this is a new field of study. The 

current research demonstrates that the Convolution 

LSTM model is the most suitable for this kind of 

application. With this approach, the maximum 

accuracy possible is 79.13% 

 

 
Figure 12 output accuracy for top 10 trained models. 

 

The deep learning algorithms, with a wide 

range of datasets. Various deep learning models 

and algorithms with the use of contextual 

embeddings are used to classify propaganda news. 

First, the overview of the datasets was provided 

and then the analysis was performed on the 

different deep learning techniques.  
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