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ABSTRACT: As in every developing country, 

Madagascar is still fighting against the tuberculosis 

(TB), the second leading cause of death from a 

communicable infectious disease. Its incidence 

remains high, exacerbated by limited medical 

infrastructure and unequal distribution of health 

resources. Several researches were conducted to 

automatically diagnosis disease to greatly lowering 

the total expenses. Deep learning approaches 

demonstrated its high effectiveness in the domain 

using chest x-ray images (CXR) that are the most 

cost-effective and widely utilized imaging 

technology to classify TB. Some preprocessing was 

necessary for getting better features from the 

images. Using a more lightweight model inspired 

by SSD Lite X, this work achieves the highest 

accuracy (training, validation and testing), recall, 

F1-Score and specificity of 100% each, making this 

model the most effective one in the state-of-the-art. 

It could be deployed in a low-resource 

environments, enabling automated diagnosis in 

every region of Madagascar and other developing 

countries.  

KEYWORDS: Tuberculosis classification, Deep 

learning, Chest X-Ray, Medical imaging 

 

I. INTRODUCTION 
Tuberculosis remains a global health 

threat, affecting millions of people each year. 

According to the World Health Organization [1], in 

2022, 10.6 million people have developed 

tuberculosis in the world, including 5.8 million 

men, 3.5 million women and 1.3 million children. 

In total, 1.3 million people died from this disease. 

Tuberculosis is therefore considered the second 

leading cause of death from an infectious disease, 

behind COVID-19. Additionally, it is a 

communicable infectious disease caused by a 

bacteria called Koch's bacillus (strains of 

Mycobacterium tuberculosis complex). The global 

effort on diagnosis and treatment, starting in 2000, 

helped save 75 million lives. In Madagascar, 

despite significant progress in the fight against this 

disease, the incidence of tuberculosis remains high. 

In fact, it[2] records an incidence of 233 per 

100,000 people. This context imposes particular 

challenges in terms of diagnosis and treatment, 

exacerbated by limited medical infrastructure and 

unequal distribution of health resources. 

Rapid and accurate diagnosis of TB is 

crucial to control the spread of the disease and 

improve cure rates. However, conventional 

diagnostic methods, such as smear microscopy and 

bacterial culture, are often slow and require 

specialized equipment that is not always available 

in rural areas of Madagascar. The emergence of 

multidrug-resistant tuberculosis (MDR-TB) [3] 

adds an additional layer of complexity, requiring 

more sophisticated testing and more complex 

treatment regimens. Typically, specialist doctors 

use chest x-ray images to examine whether a 

patient has tuberculosis. This process is both 

inevitably subjective and time-consuming [4][5][6]. 

Moreover, chest x-ray images of tuberculosis are 

often misdiagnosed as other diseases with 

comparable radiological patterns [7][8]. It would 

therefore be negligible that patients could obtain 

incorrect treatments which would deteriorate their 

health conditions instead of improving it [9]. In a 

country like Madagascar, the number of doctors, 

particularly radiologists, is far from sufficient. 

In this context, the application of artificial 

intelligence techniques and machine learning offers 

a promising opportunity to improve the diagnosis 
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of tuberculosis. Indeed, they prove effective and 

efficient in the field of health [10], especially 

approaches based on deep learning [11][12] in the 

detection, segmentation and classification of 

different diseases [13 – 22]. To do this, these 

models often use chest x-ray images, which has the 

advantage of being both less expensive and easy to 

implement to diagnose tuberculosis, especially for 

children [23]. The emergence of the convolutional 

neural network (CNN) has greatly contributed to 

the analysis of images to derive characteristics 

allowing them to be recognized. It is widely used in 

image classification using publicly accessible 

databases. Many CNN-based classification models 

such as VGG, ResNet, DenseNet, MobileNet and 

SSD have been implemented for general image 

classification but they are also suitable for special 

images, for specific domains, such as chest x-ray 

images [24]. Indeed, the application of these 

models for the classification of tuberculosis, using 

transfer learning, shows quite high precision. But 

these models remain heavy and require operation 

on a fairly efficient environment [25][26]. 

Classification models based on machine 

learning and deep learning can quickly and 

accurately analyses medical images and clinical 

data, providing a potentially more accessible and 

less expensive alternative to traditional methods. In 

particular, the development of lightweight 

classification models, adapted to the constraints of 

resource-limited environments such as Madagascar, 

could revolutionize the fight against tuberculosis 

by allowing rapid diagnosis even in the most 

remote areas. 

This work therefore aims to establish a 

tuberculosis classification application that is 

capable of working well on mobile devices such as 

smartphones. The model must be lightweight to 

respond effectively to constraints. Lightweight 

models often tend to gain speed but lose precision. 

The present model must reconcile both of these two 

criteria to circumvent this limit. 

The rest of this paper is divided in the 

following sections: Section 2 presents relevant 

previous studies.  Section 3 develops the 

methodology presenting the dataset, pre-processing 

steps and the model, while Section 4 gives a 

summary of the experimental results of the 

proposed approach. Finally, Section 5 concluded 

the study. 

 

II. RELATED WORKS 
The present work focuses on the binary 

classification of pulmonary tuberculosis. Several 

works have already been carried out in this 

direction, which continue to evolve gradually using 

various approaches. 

Ahsan M [27] use VGG16 network to 

classify tuberculosis using 800 images obtained 

from a combination of Montgomery County dataset 

containing 58 tuberculosis and 80 healthy and the 

Shenzhen Hospital dataset having 336 tuberculosis 

and 326 normal images.75% of the dataset were 

used for training and the rest for testing. They 

achieved an accuracy of 81.25%. 

Michael Norval, Zenghui Wang and 

Yanxia Sun [28] used images from chest X-rays to 

study the accuracy of two methods for detecting 

pulmonary tuberculosis. They implement both a 

color depth and preprocessing method, starting by 

taking a fixed random generator, testing the color 

depth and testing the preprocessing, and a hybrid 

approach by which they extract the lung region of 

interest at starting from a fixed random generator 

and applying deep convolutional neural networks. 

The hybrid method demonstrated a highest 

accuracy of 92.54%. 

In their work, Jackson andal. [29] use two 

subsystems for tuberculosis detection. The first 

consists of data acquisition and the second consists 

of recognition. They found 95% accuracy using 

InceptionV3 Deep Net and SVM for classification. 

A public tuberculosis database was used [30]. 

Khan andal. [31] on the other hand use a 

database consisting of 12,638 patient tuberculosis 

records between 2016 and 2017 obtained from a 

tuberculosis laboratory in Khyber Pakhtunkhwa, 

Pakistan. Their model achieved a validation 

accuracy of 93% and an overall accuracy of 94% 

[30]. 

K. Munadi and al. [32] apply three types 

of image enhancement algorithms to bring out the 

best features of chest x-ray images for tuberculosis 

classification: Unsharp Mask algorithm, High-

Frequency Emphasis Filtering Emphasis Filtering 

and Contrast Limited Adaptive Histogram 

Equalization. The enhanced images are then 

entered into two pre-trained models ResNet and 

EfficientNet for transfer learning, to have an 

accuracy of 89.92% accuracy and 94.8% AUC. 

To go further, Xie andal. [33] use Faster 

R-CNN model to focus on detection of the TB-

infected area Using a total of 6144 images, 

containing 3356 TB and 2788 normal images from 

a combination of 3 datasets (the Montgomery 

County dataset; the Shenzhen Hospital dataset; and 

the First Affiliated Hospitals Dataset (contains a 

total of 5,344 images with 2,962 TB and 2,382 

control images) from Xian Jiao Tong University, 

Shanxi, China), and opted for a 80:20 train/test 
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split. They achieved a maximum accuracy of 

92.60% and an AUC of 0.98. 

To avoid the redundance of features 

generated by the CNN, Sahlolandal. [34] use a 

hybrid network, MobileNet-AEO (Artificial 

Ecosystem-based Optimization). The Shenzhen 

Hospital dataset and the Mendeley Dataset (UK), 

which contains atotal of 6,421 (3,883 TB and 

2,538normal) CXR images were used and split into 

80:20 ratios to achieve an accuracy of 94.10%. 

Stefanus K. andal. [35] on the other hand 

uses the improved Canny edge detection algorithm 

on chest X-ray images. They combined the 

Montgomery and Shenzhen datasets together to 

have a total of 394 TB-infected lungs and 406 

healthy lungs. To equalize the number of images in 

the 2 categories, 12 normal images were discarded. 

The dataset split into 90:10 ratios 

training/testing.The model achieves anaccuracy, 

sensitivity and specificity of 93.59%, 92.31% and 

94.87% respectively. 

Rahman andal. [36] present other 

approaches consisting of the use of 9 pre-trained 

models for transfer learning. The authors used 

ResNet18, ResNet50, ResNet101, ChexNet, 

InceptionV3, Vgg19, DenseNet201, SqueezeNet, 

and MobileNet on 700 chest x-ray images of 

tuberculosis and 3500 normal ones taken from 

multiple public databases combination. They were 

doing both segmentation with two U-net models, 

classification and lung segmentation. The 

classification demonstrates accuracy of 97.07%, 

precision of 97.34%, sensitivity and F1-Score and 

specificity of 97.07%, 97.14% and 97.36% 

respectively. But coupled with lung segmentation, 

the classification achieves an accuracy of 99.9% 

with DenseNet201. 

Abideen andal. [37] perform a binary 

classification of CXR images into TB and normal 

using a B-CNN (Bayesian-based CNN) method. A 

combination of the Montgomery and Shenzhen 

datasets were used and split into 80:20 ratio to 

achieve an accuracy of 96.42%.  

Ayaz andal. [38] use the same datasets as 

[37]. They combined hand-crafted features using 

Gabor filter and DL features with transfer learning-

based pre-trained networks that are 

Inceptionv3,MobileNet, Xception, ResNet50,and 

Inception Resnetv2. A ten-fold cross-validation 

approach for training were performed to achieved 

an accuracy of 93.47%, with an AUC of 0.97. 

Vasundhara A., Gaurav D. et al proposed 

a method for detecting and highlighting the region 

infected by tuberculosis in [39]. They used a 

combination of different datasets: the TBX11K 

(Tuberculosis X-ray) dataset, Shenzhen dataset, 

Montgomery dataset, Belarus, NIAID, SNA 

dataset, and the X-ray images dataset from the 

National Institute of Tuberculosis and Respiratory 

Diseases, New Delhi. So, a total of 8688 CXR 

images with 4936 TB and 3752 normal images 

were utilized for the experience. They use 

progressive resizing for automatic inference of TB 

with chest X-ray images. For classification, 

normalization-free neuralnetworks (NFNets) 

optimized on ImageNet are applied with an 

accuracy of 96.91%, an AUC of 99.38%, a 

sensitivity of 91.81% and a specificity of 98.42%. 

for multi-class classification; and 96% accuracy 

and 98% AUC for binary classification. As for 

highlighting the regions, the Score-cam algorithm 

was used. 

Fati S., Senan E. et ElHakim N [40] use 

two AI techniques: CNN an ANN. Both of the 

approaches were applied to two datasets, the 

Shenzhen dataset and the TB Chest Radiography 

Database (created by researchers from Qatar 

University, Doha and Dhaka University 

Bangladesh in collaborationwith a group of 

physicians at the Hamad Medical Corporation 

consisting of 4200 chest X-rays in PNG format, 

with a resolution of 512 × 512 pixels for each X-

ray: 3500 normal and 700 tuberculosis). The first 

approach hybridizes two CNN models, which are 

Res-Net-50 and GoogLeNet techniques applying 

the principal component analysis (PCA) algorithm 

before the SVM for the classification. The ANN 

approach fuses the features extracted by ResNet-50 

and GoogleNet models then combines them with 

the features extracted by the gray level co-

occurrence matrix (GLCM), discrete wavelet 

transforms (DWT) and local binary pattern (LBP) 

algorithms. Using both of the two datasets, the 

ANN approach achieves the highest scores: an 

accuracy of 99.2%, a sensitivity of 99.23%, a 

specificity of 99.41%, and an AUC of 99.78% with 

the first dataset and an accuracy of 99.8%, a 

sensitivity of 99.54%, a specificity of 99.68%, and 

an AUC of 99.82% with the second one. 

SuciAulia and SugondoHadiyoso [41] 

propose the detection of tuberculosis using the 

architecture of Vgg-16. A database of chest x-ray 

images was used, including 700 normal images and 

140 tuberculosis infected images which could be 

found at Kaggle. Having tested several 

hyperparameters for training the model, a batch 

size of 50 made it possible to have the maximum 

training accuracy of 99.64% including the general 

precision, recall and F1-score of 99 % each for 

binary classification. 

Similarly, VggNet, ResNet50 and 

GoogleNet are used by Rohan Rana, Abhishek 
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Gaba [42] for tuberculosis detection. They use 

transfer learning from these models of which 

VggNet presents a validation accuracy, recall and 

F1-Score of 99.34%, 94.5% and 95.8% 

respectively. Although the accuracy is high, the 

other metrics presented seem to perform even 

worse, and VGG still contains a fairly high number 

of parameters to run smoothly on mobile devices 

[43]. 

Uma Maheswari andal. [44] propose a 

shallow convolutional network to have a lighter 

model and allow appropriate interpretation for the 

diagnosis of tuberculosis. Understanding how 

networks work would help radiologists better 

understand and accept models based on deep 

learning. The model consists of 4 layers of max 

pooling with several hyperparameters optimized by 

the Bayesian optimization technique. The 

precision, F1-Score, sensitivity and specificity are 

95% and also an ROC of 97.6%. 

As in [36], V. Sharma, Nillmani, S.K. 

Gupta andal. perform not only a classification but 

also a segmentation for accurate and precise 

detection of tuberculosis in chest X-ray images, 

with visualization of infection using gradient-

weighted class activation mapping (Grad-CAM) 

heatmaps [45]. Using 704 chest X-ray images, they 

used UNet model for segmentation. So, UNet were 

trained with these images first, then implanted on 

1400 tuberculosis to segment the lung region. The 

classification of the lung region into tuberculosis or 

normal is done with the segmented lung region 

using Xception model coupled with Grad-CAM 

heatmap visualization model to visualize the 

abnormalities. The classification achieved 

accuracy, precision, recall, F1-score, and AUC 

values of 99.29%, 99.30%, 99.29%, 99.29%, and 

0.999, respectively. Lesions were shown in general 

in the upper part of the lungs.  

James D., Hridayanand G. andal.[46] 

deals with multi-label classification approach to 

identify tuberculosis in CXR images. They use the 

publicly available Health Insurance Portability and 

Accountability (HIPPA) dataset split into 80:20 

training/testing. They use U-Net model to segment 

the Region of Interest of the images, then apply 

EfficientNetB4 model for the classification. The 

AUC ranges from 0.95 to 1.00 with Calcification 

showing lowest AUC of 0.95. 

 

III. METHODOLOGY 
To perform a TB binary classification, a 

chest X-Ray images dataset, publicly available 

were used. Some preprocessing and data balancing 

were necessary for better results. When the data is 

balanced, it passes through the lightweight 

proposed model to classify it as normal or 

tuberculosis. The overall methodology is shown in 

figure 1. 

 

 

 
Figure 1-Overview of the proposed system 

 

3.1 Dataset 

For TB classification, a publicly accessible 

dataset is used in this present work: TB Chest 

Radiography Database (available on Kaggle). This 

dataset is a combination of three datasets: NLM 

dataset, Belarus dataset and RSNA dataset. It 

contains 700 TB images and 3500 normal images. 

The resolution of images is 512×512. 

 

3.1.1 NLM dataset 

The NML dataset [47] or National Library 

of Medicine dataset is the combination of two 

publicly available datasets: Montgomery and 

Shenzhen datasets; made by NLM in the U.S. The 

Montgomery dataset contains 138 posterior-anterior 

chest X-ray images divided into 58 TB images and 

80 normal images, but Shenzhen holds 667 (336 

from TB patients and 324 from normal subjects). 

The resolution of images in both datasets were not 

the same. For the Montgomery, the resolution was 

either 4,020×4,892 or 4,892×4,020 pixels but it was 

variable for the Shenzhen dataset (around 

3000×3000 pixels). In total, there are 406 normal 

and 394 TB infected X-ray images. 

 

 

 

 

https://www.kaggle.com/datasets/tawsifurrahman/tuberculosis-tb-chest-xray-dataset
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3.1.2 Belarus dataset 

The National Institute of Allergy and 

Infectious Diseases, Ministry of Health, Republic of 

Belarus created the Belarus Set [48] from 169 

patients. It contains 306 TB CXR images of 

2248×2248 pixels resolution. 

 

 

3.1.3 RSNA dataset 

The RNSA or Radiological Society of 

North America pneumonia detection challenge 

dataset hold on 30,000 chest X-ray images [49]. But 

as its name, it’s made for detecting pneumonia but 

not tuberculosis. 1000 images are normal and others 

are abnormal. 

So, for the TB Chest Radiography 

Database, 3,094 normal images were taken from 

RNSA and rest of the 406 normal images were from 

NLM database. The total of TB images is 700, taken 

from NML and Belarus. The dataset was split into 

90:10 train/test ratios and 10% is used for 

validation. 

The Figure 2 gives some samples of CXR 

images from the dataset categorized into normal and 

tuberculosis.

 

 
Figure 1-Samples of CXR images from the Dataset. (A) Normal and (B) Tuberculosis 

 

3.2 Preprocessing and data balancing 
Asworking with CNN using transfer 

learning, the input images must have a fixed size. A 

lightweight auxiliary stage inspired bySSDLiteX 

model with MobileNetV3Small as backbone (cf 

Model Section) is used, so the images were resized 

into 224×224 pixels. And then normalized using 

MobilenetV3 built-inpreprocessing function to 

ensure that the images are pre-processed in the same 

way as the images used to train MobileNetV3. This 

is crucial for the model to perform well on the data. 

Then a sharpening method were used to the 

dataset to get higher features, combinedwith a 

histogram equalization methodfor getting further 

improvement. 

The imbalanced dataset should be balanced to get 

higher performance of the model.  The Resampling 

(upsampling) technique were used to balance it. At 

the same time, while balancing the dataset, three 

transformations were applied: rotation, flip left right 

and flip top bottom.The rotation used is a clockwise 

rotation with an angle of 30 degree. 

 
Figure 2-Samples of augmented CXR images with resampling and transformation techniques 

To optimize the performance, the CPU is 

kept busy and the training is improved throughput 

by using a prefetch function to overlap data 

preprocessing and model training by prefetching the 

next batch of data while the current batch is being 

processed. This operation ensures the training 

process is efficient and takes full advantage of 

available system resources. 

 

3.3 Model 

In this present work, a lightweight model 

inspired bySDDLiteX [50] model is used. SSDLiteX 
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is an enhancement of SSDLite [51] for small object 

detection. This work uses the potential of this model 

to enhance the classification ability provided by the 

backbone. In the SSDLite model, all the regular 

convolutions in SSD prediction layers are replaced 

by a depthwise followed by 1×1 projection. It 

reduces both parameter count and computational 

cost.The first layer of the auxiliary stage is attached 

to the last feature extractor layer that has an output 

stride of 16 and the second layer is attached tothe 

last feature extractor layer that has an output stride 

of32. These layers are referred as C4 and C5 by 

[52]. The auxiliary stage (stage after the backbone 

MobileNetV2) consists of a 1 × 1 convolutional 

layer reducing the number of channels, a 3 × 3 

depthwise convolutional layer with the reduced 

number of channels, and a 1 × 1 convolutional layer 

restoring the number of channels [50]. SSDLiteX 

introduces an auxiliary stage consisting of a 3 × 3 

depthwise convolutional layer and a 1 × 1 

convolutional layer. To reduce the number of 

parameters, the present model uses the same 

structure for the auxiliary stage but with a smaller 

number of filters in each layer. Instead of using 256 

filters at all stages, the present model uses a number 

of filters of 32, 32 and 16 at the first, the third and 

the last stage respectively.And the difference also is 

about the backbone. The proposed model uses the 

lighter version targeted for low resource use cases of 

MobileNetV3 called MobileNetV3Small [52] 

instead of using MobileNetV2.The figure 4 below 

shows the auxiliary stage of the 3 models:SSDLite, 

SSDLiteX and the proposed model. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The proposed model uses a lightweight 

backbone to ensure itself to be so. Then a small 

number of filters are used, passing from 256 to 32 

and 16 in the auxiliary stage. These operations 

ensure the reduction of the number of parameters 

and the computation cost.Besides, the proposed 

model has only 0.9 million (3.44 MB) of 

parameters. The model size is 6.03Mo.It 
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Figure 3-Auxiliary stage of (A) SSDLite, (B) SSDLiteX and (C) proposed model 

Figure 4-Architecture of the model 
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outperforms categorically MobileNetV3Small 

having 2.4 million of parametersand 9.83MB of 

size.The multiply-accumulate operations (MACs) of 

the proposed model is only 72 million. 

 

IV. EXPERIMENTS AND RESULTS 
4.1 Experiments 

The presented model   was trained in the 

imbalanced and balanced dataset. It was split into 

train and test. 90% of the images set was used for 

training and 10% for testing. Then 10% of the 

training data was used for validation. In another 

words, from the total of 3500 normal CXR images, 

3150 (90%) were used for training and 350 (10%0 

were used for testing. And from 3150 used for 

training, 10%, that is 315 were used for validating 

the model. Then, the split dataset is used to train and 

evaluate the model both with balanced and 

imbalanced dataset. 

The Table 1 and Table 2 below give the repartition 

of the dataset into train and test and validation with 

both with and without any balancing techniques 

 

Types Total Training Test Validation 

Normal 3500 2835 350 315 

Tuberculosis 700 567 70 63 

Table 1-Details of training, testing and validation set for imbalanced classification set

 

Types Total Training Test Validation 

Normal 3500 2835 350 315 

Tuberculosis 700 2835 70 315 

Table 2-Details of training, testing and validation set with balanced classification set

 

Two  experiments were conducted to the model: 

using imbalanced and balanced dataset. 

For first experiment with the imbalanced 

dataset, many batch-size were tested but the batch-

size of 1 gave the better performance. The same 

batch-size is adopted for the balanced data. The 

implementation was doneusing TensorFlow and 

Keras with Python 3.10.13 on   Intel(R) Core (TM) 

i5-5300U CPU @ 2.30GHz (4 CPUs), ~2.3GHz and 

8 Gb RAM. During the training, the order of the 

data is randomized before each epoch to avoid bias 

and improve generalization. Then, to ensure the 

random operation produce the same result every 

time running the code, the seed value is set to 1000. 

It sets the initial state of the random number 

generator to ensure the reproducibility and 

consistency in results. 

 

4.1 Evaluation metrics 

To evaluate the model at the end of the training 

process, we adopted the following metrics: 

The accuracy:it indicates how often the model 

correctly identifies both positive and negative 

instance. It gives the proportion of correct 

predictions made by the model. 

 

Accuracy =  
TP + TN

TP + TN + FP + FN
 

 

The accuracy gives an overall effectiveness of the 

model by calculating the ratio of correctly predicted 

cases (both true positives and true negatives) to the 

total number cases. 

The precision: it measures the proportion of true 

positive predictions out of all positive predictions 

made by the model. 

 

Precision =  
TP

TP + FP
 

 

The precision indicates how many of the predicted 

positive cases are actually positive. High precision 



 

        

International Journal of Advances in Engineering and Management (IJAEM) 

Volume 6, Issue 10 Oct. 2024,  pp: 308-321  www.ijaem.net  ISSN: 2395-5252 

  

 

 

 

DOI: 10.35629/5252-0610308321         |Impact Factorvalue 6.18| ISO 9001: 2008 Certified Journal     Page 315 

means when the model predicts a positive instance, 

it is actually correct. 

 

Recall (Sensitivity or True Positive Rate): this 

measures the proportion of true positive predictions 

out of all actual positive instances.  

 

Recall =  
TP

TP + FN
 

 

The recall indicates how many of the actual positive 

cases the model correctly identifies. 

 

F1-Score: it is the harmonic mean of precision and 

recall. It provides a single metric that balance both 

concerns. 

 

F1 − Score = 2 
Precision × Recall

Precision + Recall
 

 

This metric is really useful to better measure the 

model’s performance when there is an uneven class 

distribution. 

The specificity (True Negative Rate): it measures 

the proportion of true negative predictions out of all 

actual negative instances. 

Specificity =  
TN

TN + FP
 

 

The specificity indicates how many of the actual 

negative cases the model correctly identifies. High 

specificity means the model can identify most of the 

negative instances. 

 

 

4.1.1 Results 

TB classification with imbalanced dataset 

The optimizer used for training the model 

is the Adam optimizer from Keras. As a binary 

classification, binary cross entropy was used as 

training loss. The epoch was 50. 

The model shows a great performance even 

with imbalanced data. It has an accuracy, precision, 

recall, F1-Score and specificity of 100% each. The 

validation accuracy is 99.74%. With the testing 

dataset, the model achieves a perfect performance of 

100%. 

The model demonstrates excellent 

performance with perfect precision, recall, and F1-

scores. It shows perfect accuracy in predicting both 

NORMAL and TUBERCULOSIS cases. The 

confusion matrix below confirms the effectiveness 

of the model, without any errors in predictions. 

 

350 0 

0 70 

 

The matrix shows that out of 350 NORMAL cases, 

and out of 70 TUBERCULOSIS cases, all are 

perfectly classified as NORMAL and 

TUBERCULOSIS respectively. 

These results are confirmed by the ROC curve and 

an AUC of 1 that demonstrate a perfect 

classification at all threshold levels. 

 

 
Figure 5-ROC Curve with Imbalanced dataset 

 

The training loss, the validation loss and 

the test loss are 0%, 1.85% and 0% respectively. 

These values show that the model is learning 

training data very well and generalizing well to the 
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validation data.  The graph of accuracy and loss of 

the model are shown in the figure 7. 

 

 
Figure 6-Imbalanced dataset - Model Accuracy and model Loss 

 

The lightweight model presented in this 

work demonstrates a great performance that 

outperforms the state of the art even in an 

imbalanced dataset.  All metrics are at their highest 

value of 100%, except the validation accuracy, 

which is 99.74%. However, this value still surpasses 

the state-of-art recorded to the best of our 

knowledge.  

 

4.1.2 TB Classification with balanced dataset 

The proposed model performs greatly with 

the imbalanced dataset. It could be improved with 

balanced dataset.  

The same configuration was used about 

hyperparameters as in the imbalanced data.  The 

epoch of 50 and a batch size of 1 were used. An 

improvement is expected in the validation accuracy 

to make it perfect.  

Now, all metrics are at their highest levels, 

which is 100%. Thetraining accuracy, the validation 

accuracy and the test accuracy areall 100%. with a 

loss of 0.0%, 0.01% and 0.0% respectively. On the 

training, validation and testing sets, the model 

achieves perfect accuracy;showing that the model is 

correctly classified all instances in these sets. Then, 

the extremely low loss across all datasets suggests 

that the model fits the data perfectly. 

Precision, recall, F1-score and specificity 

are also 100% each.That means the model, when 

predicts TUBERCULOSIS orNORMAL, it is 

correct 100% of time, with neither false positives 

nor false negatives. The model is effective at 

distinguishing between NORMAL and 

TUBERCULOSIS cases. The F1-Score confirms 

these results. It shows that the model achieves a 

good balance between precision and recall. It 

suggests that the model performs perfectly in both 

precision and recall.The ROC curve below (Figure 

8) and the AUC of 1 confirms this effectiveness. 

The model discriminates between classeswith 100% 

accuracy without any false positives or false 

negatives.  

The losses of the model are very low. Both 

training and validation data drops sharply and 

stabilizes close to 0 after few epochs. There’s a very 

minimal difference between both losses. It indicates 

that the model is not overfitting, as both sets of data 

are being modeled with similar accuracy.  

Figure 9 shows the graph of the accuracy 

and loss of the model. 

With these results, not only the model 

performs exceptionally great in the imbalanced data, 

but it shows a perfect classification ability in the 

balanced one. The validation accuracy shows a 

nearly perfect generalization to unseen data. The 

balancing technique overcome this shortcoming by 

giving a perfect validation accuracy of 100%. With 

the balanced data, all metrics, that are the accuracy 

(training, validation and testing), the precision, the 

recall, the F1-Score and the specificity, are at 100% 

levels. This shows the effectiveness and robustness 

of the model in TB classification.  
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Figure 7-Balanced data:ROC curve and AUC 

Figure 8-Balanced data:model accuracy and loss

 

The confusion matrix below is same as with imbalanced datathat shows perfect predictions between both 

classes: 

 

350 0 

0 70 
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So, all the 350 NORMAL are correctly 

classified as NORMAL and all 70 

TUBERCULOSIS are also classified correctly as 

TUBERCULOSIS. There is no false positives nor 

false negatives recorded. 

The Table 3 gives a comparison of the 

metrics values between the imbalanced and 

balanced datasets used in this paper to give an 

overview of both results. The balancing techniques 

contributed on completing the performance of the 

model making all metrics at the highest level. 

 

Metrics Imbalanced dataset (%) Balanced dataset (%) 

Accuracy 100 100 

Validation accuracy 99.74 100 

Precision 100 100 

Specificity 100 100 

Recall 100 100 

F1-Score 100 100 

Table 3-Metrics comparison between balanced and imbalanced datasets 

 

CONCLUSION 
The study provides a deep learning-based 

system for TB classification. It presents a 

lightweight model that balance both precision and 

speed. The perfect accuracy and validation 

accuracy of 100% demonstrate the effectiveness of 

the model. The precision, recall, F1-Scores and 

specificityof 100% for the balanced dataset 

respectively indicates that the model is highly 

reliable in identifying both classes. The confusion 

matrix demonstrates the robustness of the model, 

confirmed by an excellent diagnostic ability with 

perfect AUC by the ROC curve. 

The model is highly effective for 

tuberculosis classification, showing both high 

accuracy and excellent generalization capabilities. 

Such high metrics are desirable in applications 

where it is important to correctly identify positive 

cases. It is highly reliable for practical use in 

sensitive and critical application like in the medical 

diagnosis here. The deployment of the application 

would resolve the lack of radiologists and would 

improve the diagnosis of tuberculosis in its early 

stage even in the most remote region of 

Madagascar. 

The future works would apply the model with 

another datasets both for classification and object 

detection purpose. 
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