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ABSTRACT: This paper introduces an effective 

numerical approach for addressing non-linear 

differential equations by iterative linearization 

utilizing the collocation technique. The suggested 

method integrates the benefits of iterative 

linearization with collocation to precisely 

approximate solutions. Numerical experiments 

indicate the method's efficiency and robustness in 

addressing numerous non-linear problems, 

exhibiting higher accuracy and convergence rates 

compared to existing methods. 
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I. INTRODUCTION 
Over the years, researchers have made 

various attempts to represent real-life problems, 

leading to the development of non-linear 

differential equations. Non-linear differential 

equation is a topic that comes up regularly in 

applied mathematics, science, and engineering. It 

has a key role in simulating many events in 

physics, engineering, and other fields [1, 

2].However, solving these equations analytically is 

often challenging. Traditional numerical methods, 

such as Runge-Kutta and finite difference, may 

struggle with accuracy, stability, and computational 

efficiency [3]. To address these limitations, 

researchers have explored alternative approaches, 

including collocation methods [4], shooting 

method, Galerkin residual method, Galerkin 

method with Hermite polynomials, homotopy 

perturbation method, weighted residual method [5], 

homotopy analysis method, and perturbation 

techniques, among others [6]. Collocation methods 

have also been widely used to solve non-linear 

differential equations by the authors in [7, 8]. 

These methods involve approximating the solution 

using a set of basis functions and collocating the 

residual at specific points. Researchers in [9] have 

demonstrated the effectiveness of collocation 

methods in solving non-linear boundary value 

problems (BVPs) and initial value problems 

(IVPs). [10], implemented an efficient numerical 

method for solving higher-order linear and non-

linear two-point boundary value problems, which 

was based on the weighted residual via the partition 

method. With that method, the two-point Taylor 

polynomial was used as a trial function to obtain 

the residual function. Linearization approach is 

another technique employed by researchers to solve 

non-linear differential equations. In this approach, 

the nonlinear functions available in a given 

differential equation will be linearized in order to 

simplify the differential equation into its linear 

form. This procedure will not account for all 

variables that is present in the original differential 

equation, as some important variables would have 

been lost through the process of linearization which 

would have consequently affected the accuracy of 

the result. Some of the researchers that have 

employed this procedure can be found in the work 

of [11, 12, 13]. 
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In order to overcome this drawback 

associated with the linearization approach, an 

enhanced form of the linearization method called 

iterative linearization method is proposed by using 

the result of the linearization as initial guess to 

solving the nonlinear differential equation 

iteratively until a desired solution is achieved. 

Therefore, the main subject of this paper is 

the establishment of an efficient and accurate 

numerical approach for solving non-linear 

differential equations. Specifically, this research 

intends to investigate the effectiveness of iterative 

linearization via collocation method in solving non-

linear differential equations, evaluate the accuracy 

and efficiency of the proposed method, and 

compare the findings with the results in the 

previous literature. The outcomes of this research 

will have implications for improving the accuracy 

and efficiency of numerical solutions for non-linear 

differential equations, enhancing modeling and 

simulation capabilities in various fields, and 

providing a reliable and robust numerical method 

for solving complex problems. The significance of 

this study lies in its ability to address the 

limitations presented by conventional numerical 

methods, provide a more accurate and efficient 

solution technique for non-linear differential 

equations, and contribute to the advancement of 

numerical analysis and computational science by 

exploring the iterative linearization via collocation 

method. 

 

II. CONCEPT OF ITERATIVE 

LINEARIZATION TECHNIQUE (ILT) 
Consider a non-linear differential equation of the 

form  

( )Lu Ru Nu h x      (1) 

Where L is the highest order derivative that is 

linear, R  is the remaining term whose derivative is 

less than L , N is the non-linear term and )(xh  is 

the source term. The boundary conditions 

associated with (1) is given by, 

( )i iB B  ,    (2) 

The following steps are considered while solving 

(1) using ILT: 

(i) Linearize equation (1), using Taylor series 

expansion, that is 

)(xgNuRuLu linear    (3) 

(ii) Determine the initial approximation ou by 

solving equation (3) using collocation method,

  

)(000 xgNuRuLu    (4) 

The process of collocation follows the following 

steps 

(a) a trial function of the form 





n

j

jjvcvu
1

00    (5)  

is assumed. Where 0v  is made to satisfy the given 

boundary conditions and jv  satisfies the 

homogeneous boundary conditions. 

(b) Substitute equation (5) into (4) gives the 

Residual which are evaluated within the domain of 

the problem. This procedure gives system of 

algebraic equations which are solved 

simultaneously to obtain constants ic . 

(c) on substituting the constants into the 

assumed function, this gives the solution to the 

initial approximation which will be used in the 

subsequent iteration. 

(iii) The subsequent iterations is obtained 

using collocation method in the iterative sequence 

0)(1   xhNuRuLu nnn   (6) 

 

III. NUMERICAL EXPERIMENTS 
Illustration 1: Consider a nonlinear boundary value 

problem given as follows: 

 

1 12
23 3

2
3 3 0,

d u
u x u

dx



    (7) 

with the boundary conditions; 

 (0) 2 2, (1) 1.u u   (8) 

Where the exact solution is obtained as 

  
3

2 2( ) 2u x x    (9) 

Linearizing (7) involves multiplying (14) by u  that 

is 
4 22

23 3
2

3 3 0
d u

u u x u
dx

     (10)

  

 by replacing 

2

3u in (10) with the linear function u 

gives 

033 22

2

2

 uxu
dx

ud
u   (11) 

Dividing (11) through by u gives  

     

033 2

02

0

2

 xu
dx

ud
  (12) 
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Equation (12) is in its linear form, so 

solving the linearized equation in (12) following 

the procedure discussed in section 2, considering a 

trial function. 

 





n

ij

jjvcvu 00    (13) 

For n=2, the assumed function becomes 

     32

2

2

10 22122 xxcxxcxu 

  (14) 

 

Substituting (14) into the linearized equation in (12) to obtain the residual as 

 

      232

2

2

1210 333485281372.5485281372.8262 xxxcxxcxxccu R  (15) 

 

Collocating (15) at 
1

4
 and 

3

4
 results to system of equations which are: 

1 2

23 15
6.926461029 0,

16 64
c c    (16) 

1 2

23 41
2.683820343 0

16 64
c c     (17) 

 

Solving (16) and (17) simultaneously to obtain 

 1 24.122962322, 1.560511516.c c    

Substitutingthe values of 1c  and 2c   on (13) to obtain the initial approximation 0u  as 

 
2 3

0 2.828427124 2.294535198 5.683473838 1.560511516 ,u x x x      (18) 

This is the initial approximation, in order to obtain the next approximation, 

Substitute (18) into the original non-linear BVP in (7) to obtain the iterative sequence 

 

1 12
21 3 3

0 02
3 3 0,

d u
u x u

dx



  
 

(19) 

with 
1

2 3 3
1 1 2

1

2 2 3 3

2 (2 6 ) (2.828427124 2.294535198 5.683473838 1.5605511516 )

3 (2.828427124 2.94533198 5.683473838 1.560511516 ) .

Ru c c x x x x

x x x x


       

  

            

 (20) 

Following the same procedure as done for the initial approximation, then the constants are  

        

967347576.11 c  

5940720030.02 c  

And  

 
2 3

1 2.828427124 0.138920452 2.561419579 0.5940720030 ,u x x x      (21) 

The other iterative solutions are obtained using the iterative sequence  

,...3,2,033 3

1

1

23

1

12

2




 nuxu
dx

ud
nn

n
       (22) 

Following the same procedure as done for 1u , then, 

.6138980644.048509481.2042769629.0828427124.2 32

2 xxxu     (23) 
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2 3

3 2.828427124 0.036895708 2.482546870 0.6172240384u x x x       (24) 

2 3

4 2.828427124 0.036489592 2.482424123 0.617507407 .u x x x       (25) 

2 3

5 2.828427124 0.036460343 2.482416464 0.6175289948 .u x x       (26)

  

When 3n , the assumed function is , 

 
2 2 3 3 4

1 2 32 2 (1 2 2) ( ) ( ) ( ).u x c x x c x x c x x             (27) 

And the iterative solutions were calculated to be, 
2 3 4

0 2.828427124 2.112491549 4.24260686 1.058643865 1.36036587 .u x x x x     (28) 

2 3 4

1 2.828427124 0.10635234 2.121320343 0.177916474 0.3643326320u x x x x     (29) 

2 3 4

2 2.828427124 0.020533992 2.121320343 0.020796606 0.293155879 .u x x x x      (30) 

2 3 4

3 2.828427124 0.014541197 2.121320343 0.0131442993 0.2914963213 .u x x x x           

(31) 
2 3 4

4 2.828427124 0.014075770 2.121320343 0.0126268421 0.2914442907u x x x x     (32) 

2 3 4

5 2.828427124 0.014038566 2.121320343 0.0125870546 0.2914417079u x x x x     (33) 

In a case of four constants )4( n , the trial function gives 

 
2 2 3 3 4 4 5

1 2 3 42 2 (1 2 2) ( ) ( ) ( ) ( )u x c x x c x x c x x c x x             (34) 

Repeating the same procedure to obtain, 

54

32

0

142700426.0542297070.1

139140023.124205686.4153756941.282847124.2

xx

xxxu




   (35) 

54

32

1

0707979162.02754422515.0

151214819.0121320343.209786787.082847124.2

xx

xxxu




   (36)

  

54

32

2

0739387200.02011669485.0

0104944618.0121320343.2007293089.082847124.2

xx

xxxu




   (37) 

54

32

3

0720246018.02019307364.0

0177364931.0121320343.2001201388.0828427124.2

xx

xxxu




   (38) 

54

32

4

0718672372.02020637194.0

0182029786.0121320343.2000759284.0828427124.2

xx

xxxu




   (39) 

54

32

5

071855552.0202074616.0

0182364999.0121320343.2000726551.0828427124.2

xx

xxxu




   (40) 

The procedures is repeated for five constants as well. 

 

Illustration 2:Consider the nonlinear differential equation [14], 

 
2 2'' cos( )sin( ') 2 cos(1 )(2 ) 2( 1) 2, [ 1,1]y y y y x x x x            (41) 

Subjected to the boundary conditions 
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 ( 1) 0, (1) 0.y y            (42) 

Whose exact soluton is 

 
2( ) 1.y x x            (43) 

Employing Taylor’s series to linearize the nonlinear term in (41) gives 

 cos( )sin( ') ' ...y y y           (44) 

Substituting (44) into (41) to obtain 

      02122sin1cos2 22

000  xxxyyy       (45) 

Using collocation method to solve the linearised differential equation in (45) 

When 2n  

       32

2

2

10 15.0115.01  xxcxxcy       (46) 

Applying (46) in (45) gives the residual 

      2122sin1cos2 22

0000  xxxyyyy R  

       

         .422sin1cos15.012

15.01215.12231

2232

2

2

1

2

21210





xxxxxc

xxcxxcxcxccy R

  (47) 

Collocating (47) at points 
1

4
 and 

3

4
 and solving the resulting systems of equation gives

1 22.106213056, 0.1622109263c c          (48) 

Substituting (48) into (46)  to obtain 
2 3

0 2.106213056 2.106213056 ( 1) 0.08110546315( 1)y x x x          (49) 

The iterative sequence for the subsequent iteration becomes, 

         21221cos2sincos 22

11   xxxyyyy nnnn      (50) 

That is, 
2 3

1 1.95186898 1.953186898 0.9610769693( 1) 0.00775823985( 1)y x x x        (51) 

2 3

2 2.003265418 2.003265418 1.002925084( 1) 0.0006461874( 1) .y x x x        (52) 

2 3

3 1.999720941 1.999720941 0.9997538612( 1) 0.00005330465( 1)y x x x        (53) 

2 3

4 2.000022854 2.000022854 1.000020258( 1) 0.00000441525( 1)y x x x        (54) 

2 7 3

5 1.999998100 1.999998100 1.9999983191( 1) 3.6545 10 ( 1) .y x x x        (55) 

 

The procedure is repeated for n=3,4 and 5 as well and the results are computed.  

In each case the error is calculated as, 

computedexact UUE            (56) 

 

IV. RESULTS AND DISCUSSION 
Table 1: Errors in illustration one when considering two constants for the trial function 
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Table 2: Errors in illustration one when considering three constants for the trial function 

 
 

Table 3: Errors of illustration one when considering four constants for the trial function 
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Table 4: Errors of illustration one when considering five constants in the trial function. 

 
 

Table 5: Errors of illustration 2 when considering two constants for the trial function 

 
 

Table 6: Errors of illustration 2 when considering three constants for the trial function 
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Table 7: Errors of illustration two when considering four constants in the trial function. 

 
 

Table 8: Errors of illustration two when considering five constants in the trial function. 

 
 

Tables 1-4 show the errors in  illustration 

one considering two contants, three constants, four 

constant and five constants for the trial function, 

the mean  absolute error (MAE) at each iterate 

were also calculated. It was observed that as the 

iteration increases, the error decreases from  0u  to 

2u  but later increases from 3u  to 5u , this 

happened due to the choice of collocating nodes 

that was used, but it was observed that as the 

number of constants used in the trial function 

increases, the error reduces. That is  as the iteration 

increases the error obtained when three contants 

were considered were found to be lesser than that 

of two constants, error obtained when four 

constants were considered were found to be lesser 

than that of two and three constants.  

The errors obtained where two constants, three 

constants, four constants and five constants were 

considered for the trial function in illustration two 

are shown in Tables 5-8 which exhibited the same 

behaviour as that of illustration one. 

 

V. CONCLUSION 
This study employed iterative linearization 

via collocation technique to solve nonlinear 

boundary value problems. The nonlinear term was 

transformed into a linear algebraic form using 

Taylor’s series expansion, the resulting linear 

differential equations were solved using the 

collocation method to obtain the initial 

approximation. Subsequent solution were obtained 

iteratively by employing the original nonlinear 

problem. The effects of varying the number of 

constants in the trial function wereinvestigated, 

revealing decrease in error with increasing 

constants in illustrations considered. 
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