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ABSTRACT 

In this modern era of globalization, e-commerce 

has become one of the most convenient ways to 

shop. Every day people buy many products through 

online and post their reviews about the product 

which they have used. These reviews play a vital 

role in determining how far a product has been 

placed in consumers' psyche. So that the 

manufacturer can modify the features of the 

product as required and on the other hand these will 

also help the new consumers to decide on whether 

to buy the product or not. However, it would be a 

tedious task to manually extract overall opinion out 

of enormous unstructured data. This problem can 

be addressed by an automated system called 

'Sentiment Analysis and Opinion Mining' that can 

analyse and extract the users' perception in the 

whole reviews. In our work we have developed an 

overall process of 'Aspect or Feature based 

Sentiment Analysis' by using a classifier called TF-

IDF (Term Frequency-Inverse Document 

Frequency) in a novel approach. It is proved to be 

one of the most effective ways to analyse and 

extract the overall users' view about the particular 

feature and whole product as well. 

Keywords:Sentiment Analysis,TF-IDF (Term 

Frequency-Inverse Document Frequency) 

 

I. INTRODUCTION 
The long-term sustainability of companies 

depends, to a great extent, on their ability to 

properly meet customer needs. In fact, the aim of 

satisfying customers is to create brand value, which 

is a key factor for a company’s sustainability [1]. 

Accordingly, many companies invest huge amounts 

of money on marketing research to gather 

information about consumer preferences and 

demands. From this information, it is crucial to 

understand what consumers think about the 

products they buy in order to develop appropriate 

branding and positioning strategies. Reference [2] 

stated that a powerful brand name can influence the 

consumer decision-making process and can 

positively impact brand sustainability. Specifically, 

marketing managers need to know how a brand is 

perceived by its target market relative to other 

brands in the category and in relation to the most 

relevant attributes defined for its category. In fact, 

brand image is built through consumer opinions on 

specific product characteristics. With global access 

to the internet, a large amount of data is generated, 

thereby providing a promising way to discover 

consumer opinion about products that are bought 

and experienced. Organizations want to take 

advantage of these data and convert them into 

relevant information that allows them to make 

better decisions, and this is possible by analysing 

all available data (―big data‖). Internet users 

collaborate daily in the generation of huge amounts 

of data, thereby becoming one of the most 

important sources of big data. By writing blogs, 

participating in social media, or reviewing products 

online, internet users are constantly generating 

content. Consumer comments in online forums 

have proven to be a useful source for revealing 

consumer insights [3], and this user-generated 

content (UGC) represents a promising alternative 

source for potentially identifying customer needs 

[4]. Thus, mining this UGC and analysing the 

sentiments of the comments expressed by 

consumers might be useful for companies. 

Actually, many researchers highlight the 

importance of factoring in UGC to aid in decision-

making in the marketing field. Particularly, brand 

management can be one area of interest, as online 

reviews might have an influence on brand image 

and brand positioning, including design decisions. 

In the same line, Fan et al. [5] argued that this type 
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of analysis might help manufacturers not only to 

find out what consumer demands or requirements 

are, but also to facilitate the design of new products 

and the improvement of products already available 

on the market. 

II. RELATED WORK 
In this section, firstly, the main studies 

regarding sentiment analysis are reviewed. 

Secondly, the recommendation systems using 

metrics of sentiment analysis are treated. 

N. Srivats Athindran et al [1] he tweets 

pertaining to the two smartphones Vivo Nex and 

Oppo FindX are used as individual customer 

feedback and the sentiment for each tweet is 

classified using a hybrid model which is a 

combination of the Lexicon Based Sentiment 

analysis and the Naive Bayes algorithms, thus 

obtaining better accuracy. Then, the overall 

sentiments for each of the two smartphones is 

compared which provide a bird's eye view of the 

user perceptions about the two mobiles. Lastly, we 

dig further to compare the user sentiments of the 

individual features in the two smartphones which 

acts as a powerful feedback mechanism for 

companies, which they could use to make 

immediate corrections or utilize this for improving 

the design of their subsequent models. 

G. Hu, et al [2] demonstrate the value of 

such an analysis in order to assess the impact of 

brands on social media. We hope that this initial 

study will prove valuable for both researchers and 

companies in understanding users' perception of 

industries, brands and associated topics and 

encourage more research in this field. 

D. V. N. Devi, et al [3] This problem can 

be addressed by an automated system called 

'Sentiment Analysis and Opinion Mining' that can 

analyse and extract the users' perception in the 

whole reviews. In our work we have developed an 

overall process of 'Aspect or Feature based 

Sentiment Analysis' by using a classifier called 

Support Vector Machine (SVM) in a novel 

approach. It is proved to be one of the most 

effective ways to analyse and extract the overall 

users' view about the particular feature and whole 

product as well. 

M. Ngaboyamahina et al. [4] this study 

aims to manage a large volume of information to 

rank the institutions and provide a practical 

solution for competitive, marketing analysis, and 

track the improvement of customer satisfaction 

within both the public and private sectors to boost 

the excellent service delivery in Rwanda. 

C. Pino, et al. [5] present GeoSentiment, a 

tool for effective assessment and visualization of 

event-related sentiments in geographically confined 

populations. GeoSentiment is developed as a web 

tool application and provides to stakeholders an 

easy-to-use and powerful means to investigate how 

events are perceived by people and which factors 

may influence such perception. GeoSentiment 

relies on different services for a) retrieving and 

mining official statistical information as well as the 

most-common social networks and b) performing 

sentiment analysis. It is provided with an 

interactive interface, which enables rendering and 

deep exploration of all the processed data and 

results. 

Rahul, V. Raj et al [6] The product 

provider also gets to know about the user's opinion 

over a product. This can help the company to 

improve its marketing strategy and quality of 

product in their favour. Sentiment analysis uses 

various semantic approaches like on these online 

reviews to extract as much feature it can and 

categorize the type of opinion. Some techniques 

also help in rating the product value based on user's 

opinion. This paper is a literature survey including 

various authors and their sentiment techniques on 

product or online review. 

M. Shukla, et al [7] The framework 

measures perception of a brand in comparison to 

peer brands with in-memory distributed algorithms 

utilizing supervised machine learning techniques. 

Experiments performed with open data and models 

built with storylines of known peer brands show the 

technique as highly accurate and effective in 

capturing brand perception. 

M. G. Sarowar, et al [8] E-commerce 

reviews and comments about specific products 

disclose consumer's perceptions as well as 

attitudes. This attitude expressed by the consumer's 

seem to be most useful for the new customers who 

is interested on any product. Meanwhile, an ever-

increasing number of reviews and comments are 

being stored daily and the amount of people buying 

goods online are increasing in a great extent. User 

emotions record associated with every product is 

beneficial for both the makers as well as customers. 

 

Proposed methodology  

Tweet cleaning is the first step towards 

data transformation. This task consists of three 

subtasks to accomplish this process. The overview 

of the subtasks is given following. Remove 

retweets: All tweets which contain the commonly 

used string ―RT‖ (denoting retweet or repost of 

tweet) in the body of the tweet are removed.  

Remove uninformative tweets: short length tweets 

which will not contain informative data have been 

removed. A minimum length of 20 characters is 

used as tweet length. Remove non-English tweets: 
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Each word used in tweet is compared with common 

English words list and remove with less than 15% 

of content matching.  Remove duplicate tweets: 

After comparing tweets with one another, those 

tweets whose 90% content has been matched are 

discarded. Converting all Tweets into Lower case: 

next step had to convert all tweets to lower case in 

order to bring the tweets in a consistent form. By 

doing this, data has been used to perform further 

transformation and classification without having to 

worry about non-consistency of data. This task is 

done using lower () function in RStudio. This 

function converted all alphabets in lower case and 

solved case sensitivity problem by making all data 

consistent in lower case. Removing emoticons and 

punctuations: next step is to remove emoticons and 

punctuations because they were not needed in the 

analysis. One might ask why emoticons have been 

removed, because when they were being extracted, 

they appeared in the form of square boxes instead 

of proper emoticons. These garbage values of 

emoticons were removed by using ―replace‖ 

keyword. Replace keyword was used in a way that 

it replaced all emoticon symbols and values with an 

empty space making data clear from useless 

emoticon mess. Removing URL’S: The very next 

step is to remove the URL’S, as they provide no 

information during analysis. URL’s show links to 

other webpages and websites. These were of no use 

so from all tweets these were removed by using 

resub () in RStudio, which replaced all sentences 

and sub parts of sentences started from http with 

blank spaces. 

 
Figure 1: Proposed flowchart 

 

TF-IDF (Term Frequency-Inverse Document 

Frequency) 

The TF-IDF score is used in sentiment 

analysis, to balance the weight of words based on 

frequency of occurrence in document. The 

emotions are calculated by the presence of term and 

also frequency of term. Term presence is whether 

the term is present or not and represent by 1 or 0 

while the term frequency is how many times the 

attribute occurs (1, 2, 3, etc.) that is registered. The 

use of presence (absence) or count (frequency) 

affects the resulted emotion of tweet. Other thing, 

which should consider is whether every attribute 

has the same importance for a Twitter post. For 

example, does 'this' have the same importance as 

'filthy' for a given Twitter post? TF-IDF (Term 

Frequency, Inverse Document Frequency) is a way 

of measuring the importance of term in a tweet. 

The TF-IDF (TI) of an attribute a in Twitter post t 

can be calculated by Where is the frequency of the 

attribute in tweeter’s post(t), T is the total number 

of tweets in training data, Ta is the total number of 

tweets that included attribute t. Attributes are words 

selected from tweets, this will assign less weight to 

most frequent words and will assign high frequency 

to those which occur rarely in tweets because in an 

article if a word or phrase appears with high 

frequency but in other articles it appears rarely that 

can considered that word or phrase has ability to 

distinguish between categories. After calculating 

TF-IDF next step is to create Term Document 

Matrix (TDM) or Document Term Matrix (DTM). 

This is a simple and easy way to represent text for 

future computation. It can be exported from a 

Corpus to use as a bag-of-words mechanism, which 

results in a matrix with document IDs as rows and 

terms as columns where matrix elements are 

representing the term frequencies. TDM is an 

inverse of DTM where Rows are represented by 

documents and columns are represented by the 

words contained in respective documents. 

 

III. CONCLUSION AND FUTURE WORK 
The paper firstly describes the process of 

sentiment analysis on three groups of tasks and the 

specific challenges that each task tackles. It was 

pointed out that the data resource has to be 

adequately prepared, which is usually 
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accomplished by adding metadata to a set that is, 

annotating the texts according to polarity, the goal 

of the sentiment – aspect but also by attaching 

other semantic, syntactic or lexical information to 

the source data. Annotations have to be accurate 

and relevant to the task in order to achieve effective 

training by the data-mining algorithm, so adequate 

annotation is critical for the sentiment analysis. It is 

pointed out that text classification (to positive, 

negative or neutral polarity of the expressed 

opinion in the comments) could be conducted at 

different levels of analysis (at the level of the 

document, sentence, word or phrase). The paper 

particularly highlights the importance of properly 

selected and robust supervised and unsupervised 

methods. It also underlines the specific difficulties 

in analysis that arise from the potential existence of 

negation with varying range of influence, irony that 

is hard to detect and implicitly expressed sentiment 

in objective sentences. It is also pointed out that the 

implementation of sentiment analysis could be even 

more complex because it requires combining with 

other tasks (summarizing opinions, finding 

opinions, ranking products according to some 

expressed opinion, etc.) and methods from the 

specific domain of interest. 
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